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Abstract— We consider the lossy transmission of source infor-
mation over Rayleigh fading channels. We investigate the utility
of two channel capacity definitions, ergodic capacity, where it is
assumed that the channel cycles through all fading states, and
outage capacity, where the source is transmitted at a constant
rate with a specified outage probability. We also study the
outage rate and expected source distortion for different outage
probabilities. It is observed that the outage probabilities required
to maximize outage rate and minimize expected distortion are
quite different. This implies that schemes based on maximizing
capacity might not lead to the most efficient design for lossy
transmission of source information over wireless networks. We
show that minimizing expected distortion over a wireless link does
not necessarily minimize the variance of the distortion, and hence
parameter selection based on minimizing expected distortion
can lead to a high distortion for a specific realization. We also
introduce different performance measures that take into account
the variance of source distortion and might be more suitable for
source transmission over fading channels. Finally, we observe
that in a Rayleigh fading channel in the presence of channel
state information (CSI) at both the transmitter and receiver, in
addition to a capacity distribution, there is a source distortion
distribution at the receiver for a memoryless Gaussian source.
A careful investigation of the capacity and source distortion
distributions reveal that the probability of achieving the average
source distortion increases with an increase in average signal to
noise ratio (SNR) while the probability of achieving the average
capacity does not change significantly with SNR.

I. INTRODUCTION

There is considerable interest in the transmission of source
information such as voice and video over wireless networks.
Several cross-layer design schemes have been proposed that
improve the physical, link and network layers using a joint op-
timization framework [1]. Many of these cross-layer schemes
aim at maximizing the effective throughput by varying the
transmission rate, number of retransmissions, payload size,
etc. [2]. In this work, we contrast the capacity maximization
problem with that of a distortion minimization problem. We
observe that the operating regions for capacity maximization
are quite different from those that minimize distortion. More-
over, we also highlight that minimizing the expected distortion
in a fading environment might not be the best performance in-
dicator due to the large variation in the individual realizations.
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There has also been significant theoretical interest in eval-
uating source fidelity over fading channels [3]. In [3], the
transmission of a continuous source over a two-hop fading
channel is considered. It was observed that a smart relay for a
two-hop channel that optimizes the transmission rate over the
second link can at most give a performance gain of 3 dB over
a relay that does not alter the rate over the individual links. In
[4], the transmission of a continuous amplitude source over
a quasi-static fading channel is considered. Three different
source and channel coding strategies are compared with the
aim of minimizing the distortion exponent, which indicates
the decay of expected distortion with increasing SNR [4]. In
[5], source coding diversity is contrasted with channel coding
diversity for minimizing the end-to-end distortion as a function
of SNR. It is shown that both schemes have certain advantages
and the choice of preferring one over the other should be based
not only on obtaining a large distortion exponent but also by
considering system implementation, cost benefits, etc [5].

Motivated by our interest in source transmission over fading
channels, in this paper, we compare the source distortion for
two definitions of channel capacity, ergodic capacity and out-
age capacity, with and without channel state information (CSI)
at the transmitter [6]. Perfect CSI at the receiver is assumed
for both cases. Ergodic capacity is calculated based on the
assumption that channel fading transitions through all possible
fading states, and thus this definition might not be very useful
in practice for source transmission with fixed delay constraints.
Schemes that achieve a certain outage capacity transmit data at
the maximum allowable rate for a specified outage probability.
We show that the source distortion at the receiver is quite
different for source transmission schemes that achieve ergodic
capacity compared to schemes that achieve a certain outage
rate. Moreover, schemes based on joint source/channel coding
aim to minimize the expected distortion over all the fading
realizations. However, we show that in a fading channel, due
to the large variance in individual realizations, there are other
peformance indicators that might be more useful for source
transmission.

We also evaluate the distribution of achieved source distor-
tion for an i.i.d Gaussian source transmitted over a Rayleigh
fading link with CSI available at both the transmitter and
receiver. In such a scenario, the transmitter adjusts the source
rate to achieve the instantaneous channel capacity and hence,
there is no outage. We evaluate the capacity and distortion
distribution as a function of average SNR and observe that the
average distortion cannot be guaranteed with high reliability



at low SNRs.
The paper is outlined as follows. In the next section, we

provide a brief description of two different notions of channel
capacity used in wireless communications and evaluate the
expected source distortion. In Section III, we compare the
expected distortion at the receiver for two schemes of source
transmission, namely, maximizing the outage rate and mini-
mizing the expected distortion. We also compare the expected
distortion and the variance of the distortion for a single-hop
channel. In Section IV, we study the distribution of capacity
and source distortion for different SNRs and observe that the
expected distortion cannot be achieved with a high reliability
for low SNRs. Section V states some conclusions.

II. ERGODIC CAPACITY, OUTAGE CAPACITY AND

EXPECTED DISTORTION

We discuss the classical definitions of channel capacity for
fading channels and their applications to source transmission.
The system model consists of a single hop channel as shown
in Fig. 1. We specifically examine the case where CSI is
unavailable at the transmitter but available at the receiver. A
detailed description of the capacity of flat fading channels is
available in [6].

A. System Model

As shown in Fig. 1, we consider a discrete time channel
with stationary and ergodic time varying gain ‘a’ and additive
white Gaussian noise (AWGN) ‘n’. A block fading channel
gain is assumed that remains constant over a blocklength and
changes for different blocks based on a Rayleigh distribution.
At the receiver, the instantaneous signal to noise ratio (SNR)
γ is then given by an exponential distribution:

pγ(γ) =
1
γ̄

exp(−γ

γ̄
), γ ≥ 0 (1)

where γ̄ is the average SNR.

Fig. 1. System model

B. Channel Side information at Receiver

We consider the case where CSI is known at the receiver,
i.e., γ is known at the receiver for every time instant. In
practice, this is accomplished using channel estimation tech-
niques [7]. Moreover, the distribution of γ is known at both the
transmitter and receiver. Traditionally, for capacity analyses,
two channel capacity definitions are used, namely ergodic
capacity and outage capacity.

1) Shannon (Ergodic) capacity: When CSI is not available
at the transmitter, the source data is transmitted at a constant
rate, and data transmission takes place over all fading states,
including deep fades where the data is lost, and hence the ef-
fective capacity is significantly reduced. The Shannon capacity
of a fading channel with receiver CSI only for an average
power constraint P̄ is given by [6]

Cerg =
∫ ∞

0

B log2(1 + γ)p(γ)dγ (2)

where B is the received signal bandwidth. This is also referred
to as ergodic capacity since it is the average of the instanta-
neous capacity for an AWGN channel with SNR γ given by
B log2(1 + γ).

For an i.i.d Gaussian source sequence with mean zero and
variance σ2, the distortion rate function with squared error
distortion is given by [8]

D(R) = σ22−2R (3)

The distortion at the receiver for the constant rate transmis-
sion scheme is then given by

D(Cerg) = σ22−2Cerg (4)

However, this notion of ergodic capacity might not be
a suitable performance metric for evaluating the distortion
of sources with delay constraints. As pointed out in [9], a
very long Gaussian codebook is required for achievability of
Shannon capacity, the length being dependent on the dynamics
of the fading process. In particular, it must be long enough for
the fading to reflect its ergodic nature, i.e. the symbol time T
must be much larger than the coherence time Tcoh, defined to
be the time over which the channel is significantly correlated.

2) Outage capacity: Outage capacity is used for slowly
varying channels where the instantaneous SNR γ is assumed
to be constant for a large number of symbols. Unlike ergodic
capacity, schemes designed to achieve outage capacity allow
for channel errors. Hence, in deep fades these schemes allow
the data to be lost and a higher data rate can be maintained
compared to schemes achieving Shannon capacity, where the
data needs to be correctly received over all fading states [6].

Specifically, a design parameter Pout is selected that in-
dicates the probability that the system can be in outage.
Corresponding to this outage probability, there is a minimum
received SNR, γmin, given by Pout = p(γ < γmin). For
received SNRs below γmin, the received symbols cannot
be successfully decoded with probability 1, and the system
declares an outage. Since the instantaneous CSI is not known
at the transmitter, this scheme transmits using a constant data
rate Cout = B log2(1 + γmin) which is successfully decoded
with probability 1−Pout. Hence the average outage rate Rout

correctly received over many transmission bursts is given by

Rout = (1 − Pout)B log2(1 + γmin) (5)

The expected distortion at the receiver for an i.i.d N(0, σ2)



source for the above scheme is given by [3]

E[D] = D(B log2(1 + γmin))(1 − Pout) + σ2Pout (6)

This can be interpreted as follows: either the source
data is correctly decoded, resulting in a received distortion
D(B log2(1 + γmin)), or there is an outage in which case the
received variance is the source variance σ2.
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(a) Outage rate as a function of outage probability for an average
SNR of 10 dB
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(b) Outage rate as a function of outage probability for an average
SNR of 25 dB

Fig. 2. Outage rate for various outage probabilities

III. INFORMATION TRANSMISSION OVER OUTAGE

CHANNELS

We compare the two approaches of maximizing outage rate
and minimizing expected distortion for information transmis-
sion and examine the variance of the distortion at the receiver.
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(a) Expected distortion as a function of outage probability for an
average SNR of 10 dB
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(b) Expected distortion as a function of outage probability for an
average SNR of 25 dB

Fig. 3. Expected distortion for various outage probabilities

A. Maximizing outage rate and minimizing expected distortion

We revisit outage capacity in the context of information
transmission. A Rayleigh fading channel as in Fig. 1 is con-
sidered and the bandwidth B and variance σ2 are normalized
to unity. Pout is given by [10]

Pout = p(γ < γmin) = 1 − exp(−γmin

γ̄
) (7)

Equivalently, from Eq. (7), we obtain

γmin = −γ̄ log(1 − Pout) (8)

Pout is a design parameter so the average rate correctly
received (Rout) in Eq. (5) can be maximized as a function
of Pout. Similarly, the expected distortion in Eq. (6) can be
minimized as function of Pout. Perhaps surprisingly, it turns



out that the outage probabilities in the two scenarios are quite
different.

Figure 2 plots the outage rate as a function of outage
probability for average SNRs of 10 dB and 25 dB. In Fig. 3, we
plot the expected distortion as a function of outage probability
for the same average SNRs of 10 dB and 25 dB.

There are optimal outage probabilities, pc and pd, that
maximize outage rate and minimize expected distortion, re-
spectively. From Fig. 2(a), for an average SNR of 10 dB, the
outage probability of 0.37 maximizes outage rate whereas as
evident from Fig. 3(a), an outage probability of 0.17 minimizes
expected distortion. Lower outage probabilities are required
for minimizing source distortion since source distortion is an
exponentially decaying function of data rate and the lower
source distortion obtained by employing higher data rates
is offset by the fact that most of the transmissions are not
successfully received. Figures 2(b) and 3(b) plot the outage
rate and expected distortion, respectively, for various outage
probabilities at an average SNR of 25 dB. The outage proba-
bility to minimize expected distortion is lower and the outage
probability region to achieve minimum expected distortion
becomes narrower.

B. Expected distortion and variance of distortion

We evaluate the standard deviation of source distortion as a
function of outage probability. The expected value of distortion
squared is given by:

E[D2] = D2(Rs)(1 − Pout) + σ4Pout (9)

Therefore, the variance of distortion is given by

V ar(D) = E[D2] − E[D]2

= D2(Rs)(1 − Pout) + σ4Pout

− [D(Rs)(1 − Pout) + σ2Pout]2

= Pout(1 − Pout)[σ2 − D(Rs)]2 (10)

and the standard deviation is

σdistn =
√

Pout(1 − Pout) (σ2−D(B log2(1+γmin))) (11)

In Fig. 4, we plot the standard deviation of the received
distortion for average SNRs of 10 dB and 25 dB. We see
that the scheme that maximizes outage rate from Fig. 2 has a
significantly higher standard deviation of distortion compared
to the scheme that minimizes expected distortion from Fig. 3.
However, even the approach of minimizing expected distortion
can have a high variance. Thus, a particular channel realization
might have a very high distortion though, on the average,
the expected source distortion is minimized. Hence for source
transmission, especially with a quality constraint, there could
be other performance criteria which are more beneficial for
end-to-end performance. For instance, one formulation would
be to minimize the expected distortion,

minPout
E[D] = D(B log2(1 + γmin))(1 − Pout) + σ2Pout

(12)

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

X: 0.17
Y: 0.3298

Outage Probability

S
ta

n
d

a
rd

 D
e

vi
a

tio
n

 o
f 

D
is

to
rt

io
n

X: 0.37
Y: 0.4675

(a) Standard deviation of source distortion as a function of outage
probability for an average SNR of 10 dB
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(b) Standard deviation of source distortion as a function of outage
probability for an average SNR of 25 dB

Fig. 4. Standard deviation of source distortion for various outage probabilities

subject to the constraint,

σdistn =
√

Pout(1 − Pout) (σ2−D(B log2(1+γmin))) ≤ σ0

(13)
where σ0 is the maximum allowable standard deviation of
distortion.

Another alternative would be a weighted minimization of
the expected distortion and standard deviation of distortion
where the weights are chosen according to the application
requirements,

minPout
w1E[D] + w2σdistn (14)

where w1 and w2 are the weights for expected distortion and
standard deviation of distortion, respectively. Such an approach
for video transmission is explored in [11].

Yet another technique would be to choose the operating
regions where a certain probability (that a specified distortion
value is exceeded) can be achieved. The choice of objective



function to minimize depends on the application, computation
complexity, ease of implementation, etc. In [12], [13], we
propose a performance indicator for speech transmission over
wireless networks, MOSx, that guarantees a low distortion
for a large percentage of realizations. In [14], we propose a
statistical video quality indicator PSNRr,f as PSNR achieved
by f% of the frames in each one of the r% of the realizations.
Using a subjective experiment, we show that PSNRr,f corre-
lates significantly better than average PSNR to the perceptual
quality [14].

The standard deviation of distortion for an average SNR of
25 dB is shown in Fig. 4(b). For the outage rate maximization
scheme, the standard deviation of distortion at an SNR of 10
dB is 0.4675 whereas at an average SNR of 25 dB, it reduces
to 0.3999. However, quite interestingly, the difference in the
standard deviations of distortions between the two schemes
increases with SNR from 0.1377 at an average SNR of 10 dB
to 0.2625 at an average SNR of 25 dB.

It can also be seen from Fig. 4(a), that if a constraint is
imposed on the variance, for instance, a maximum standard
deviation of 0.1, the outage probability has to be less than
appromixately 0.05. The minimum expected distortion for
outage probabilities less than 0.1 for an average SNR of 10
dB is nearly 0.3 from Fig. 3(a), which is higher than the
unconstrained minimum expected distortion of 0.27. Thus for
constrained variance schemes, either the operating SNR has
to be increased or the system has to operate at an expected
distortion larger than the unconstrained minimum expected
distortion.

IV. SOURCE DISTORTION WITH PERFECT CSI AT BOTH

TRANSMITTER AND RECEIVER

When CSI is available only at the receiver and not at the
transmitter, the source rate cannot be adapted based on channel
conditions. However, in the event that CSI is available at the
transmitter as well, the source rate can be adapted based on
channel conditions, and this in turn induces a distribution of
source distortion at the receiver as discussed in the following.
There is no notion of outage in this case since the transmitter
can always adjust the source rate to achieve the instantaneous
channel capacity [6].

The Shannon capacity when CSI is available at the transmit-
ter but without power adaptation is the same as in Eq. (2), i.e.
the transmitter side information does not increase the channel
capacity unless the power is also adapted [6]. However, since
the CSI is available at the transmitter, the source rate can
be adapted instantaneously and this leads to a more practical
system design. For instance, it is not required to have very long
codes that average over all fading states. It is quite interesting
to investigate the probability distribution of distortion induced
at the receiver by this variable rate scheme and to determine, in
particular, the probability of achieving the expected distortion.

The cumulative distribution function (CDF) of capacity can
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Fig. 5. CDF of capacity and distortion for an average SNR of 5 dB

be derived as

Fc(c) = Pr{C(γ) ≤ c} = Pr{B log2(1 + γ) ≤ c}
= Pr{γ ≤ 2

c
B − 1}

= 1 − exp(
1 − 2

c
B

γ̄
)

(15)

where B is the effective bandwidth and γ̄ is the average SNR.
The CDF for distortion can then be obtained as

Fd(d) = Pr{D ≤ d} = Pr{σ22−2C ≤ d}
= Pr{−2C ≤ log2

d

σ2
} = Pr{C ≥ 0.5 log2

σ2

d
}

= 1 − Fc(.5 log2

σ2

d
) = exp(

1 − 2
1

2B log2
σ2
d

γ̄
)

= exp(
1 − (σ2

d )
1

2B

γ̄
)

(16)

In Figs. 5 and 6, we plot the CDF for capacity and
source distortion at the receiver for an average SNR of 5
dB and 15 dB, respectively. The vertical lines in the plots
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Fig. 6. CDF of capacity and distortion for an average SNR of 15 dB

indicate the mean capacity and mean distortion. Comparing
Figs. 5(a) and 6(a), we see that for both SNRs, the mean
capacity is achieved with a probability of nearly 0.5, and an
increase in SNR increases the mean capacity value. However,
considering source distortion at the receiver, as shown in
Figs. 5(b) and 6(b), an increase in SNR significantly improves
the probability of exceeding the expected distortion. For an
SNR of 5 dB, the expected distortion is achieved with a
probability of 0.7 and an increase in SNR to 15 dB, not
only reduces the overall expected distortion, but also increases
the probability of achieving the average to nearly 0.9. The
reason for the difference can be understood by investigating
the probability density functions (pdfs). The pdf of capacity
is roughly symmetric for both the SNRs considered whereas
due to the exponentially decaying nature of the exponential
function, the pdf of distortion is skewed toward the lower
values of distortion.

V. CONCLUSIONS

We investigate the classical definitions of channel capacity
with receiver CSI and no transmitter CSI for lossy transmission
of source information over Rayleigh fading channels. We
evaluate the source distortion at the receiver for two definitions
of channel capacity, ergodic capacity and outage capacity,
and show that the outage probability required to maximize
outage rate is quite different from the outage probability to
minimize source distortion at the receiver. We also show that
maximizing outage rate has a larger standard deviation of
source distortion at the receiver than minimizing expected
distortion. We evaluate the source distortion at the receiver
for the case when CSI is available at the transmitter and the
data rate is adapted to achieve instantaneous capacity. We show
that the probability of achieving the mean distortion increases
with an increase in SNR, while the probability of achieving
the average capacity does not change significantly with SNR.
Finally, we propose different optimization criteria that appear
more suitable for source transmission over fading channels
than ergodic or outage capacity.
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