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Abstract— We investigate the effect on voice quality of per-
ceptual pre-weighting of the input speech to a codec, and post-
inverse weighting the output of the codec. The G.726 adaptive
differential pulse code modulation (ADPCM) codec and the AMR
narrowband (AMR-NB) code excited linear prediction (CELP)
codec are employed in our experiments. The weighting function
used has the same form as that of the perceptual weighting
function for the analysis-by-synthesis codebook search in AMR-
NB. We observe a significant improvement in voice quality at
rates of 16 and 24 kbps in the case of G.726 when perceptual
weighting is used. When we use pre-weighting with the AMR
codec, the unweighted squared error is used within the analysis-
by-synthesis codebook search loop, and we find that the quality of
the pre-weighted approach is comparable to the quality achieved
by the standard AMR codec. The proposed pre-weighting method
requires an additional bit-rate of 1.35 kbps to communicate the
linear prediction (LP) coefficients of the original speech input to
the decoder.

I. I NTRODUCTION

Perceptual weighting in the analysis-by-synthesis codebook
search is a common feature of CELP-based coders and pro-
vides an improved quality relative to using mean square error
(MSE) alone, through shaping of the error spectrum so that
it is masked by the speech spectrum envelope. The origins of
the function and form of the perceptual weighting filter can
be traced back to the noise spectral shaping technique used in
adaptive predictive coders [1], [2].

In this paper, we propose and investigate an alternative
method that involves pre-weighting the input speech beforeit
is processed through the codec, and then post-inverse weight-
ing at the decoder. In our proposed model, we use the percep-
tual weighting filter as the pre-processor, and the inverse of
the perceptual weighting filter as the post-processor. We show
that this implementation results in a perceptual weightingof
the end-to-end error envelope that can be effective in keeping
the error spectrum below that of the input speech spectrum
across the frequency band of interest. The proposed method
was integrated with the G.726 and the AMR-NB codecs. In
the case of G.726, the proposed method offers a significant
improvement in voice quality with a small increase in bit rate.
In the case of AMR-NB, the voice quality obtained using the
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proposed method is similar to the quality obtained in default
operation of the AMR standard codec, with the potential for
reducing computational complexity in the codebook search at
the cost of a small increase in bit-rate of 1.35 kbps.

Adaptive pre-filtering and post-filtering have been employed
in lossless audio coding [3], where a psycho-acoustic model
is used as a basis for evaluating a set of LP coefficients that
are used in the pre-filter, and are transmitted to the receiver
for post-filtering. Relative to the perceptual audio coder (PAC),
psychoacoustic pre- and post-filtering is said to provide a clear
improvement for speech [4]. Another method that uses a
pre-processor based on a psychoacoustic model for removing
perceptual irrelevancy, defined as components of the speech
input that cannot be detected by the ear, has been proposed
and studied in [5]. The main contribution of our work lies in
investigating the use of a pre-filter and post-filter based onthe
perceptual weighting function to add perceptual weightingto
waveform-following speech coders and to move the perceptual
weighting outside the analysis-by-synthesis codebook search
for CELP speech coders.

The paper is organized as follows. In Section II, we demon-
strate how pre-weighting and post-inverse weighting achieves
a perceptual weighting of the error. In Sections III and IV,
we describe the implementation and results for the proposed
method used along with the G.726 and AMR narrowband
speech coders respectively.

II. PRE-WEIGHTING PRINCIPLE
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Fig. 1. Block diagram for proposed method using pre-weighting and post-
inverse-weighting

Consider the system block diagram shown in Fig. 1. In the
figure,s[n] is the input speech,x[n] is the pre-weighted speech
input, x̂[n] is the pre-weighted speech output andŝ[n] is the
output speech after post-inverse weighting. From the block
diagram, we can write

S(z).W (z) = X(z) (1)

and
X̂(z).

1

W (z)
= Ŝ(z) (2)



Let e[n] = x[n] − x̂[n] denote the coding error for the pre-
weighted speech. Therefore, in the z-domain

X(z) − X̂(z) = E(z) (3)

Substituting Eq. (1) and Eq. (2) in Eq. (3)

W (z)[S(z) − Ŝ(z)] = E(z) (4)

Thus, we see that through the use of pre-weighting and post-
inverse weighting, we can achieve a perceptual shaping of the
error envelope. The question we address now is whether the
perceptual weighting is effective in improving the rate versus
quality performance of a straightforward waveform coder such
as G.726 ADPCM, and whether this pre-weighting and post-
inverse weighting can be as effective in code-excited liner
predictive coders as having perceptual weighting inside the
analysis-by-synthesis loop.

III. PRE-WEIGHTING FORG.726 ADPCM

The G.726 ADPCM speech codec [6] is a waveform coder
that converts a 64 kbps A-law orµ-law pulse code modulated
(PCM) waveform to a 40, 32, 24 or 16 kbps bit stream at
the encoder and reconstructs the speech at the decoder. To
obtain the 64 kbps input for G.726, the input file is first
passed through the G.711 codec. Similarly, the output of the
G.726 decoder is passed through the G.711 decoder to obtain
PCM speech. Within the G.726 encoder, the input A-law/µ-
law encoded speech is first converted into uniform quantized
speech, before being passed into the adaptive differentialpulse
code modulation encoder. Similarly, at the receiver, the G.726
decoder is comprised of the ADPCM decoder and a uniform
PCM-to-A-law/µ-law converter. In Fig. 2, the processing done
by the blocks within the dashed region is referred to as the
default operation of the G.726.
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Fig. 2. Block diagram for G.726 processing with pre-weighting and post-
inverse-weighting

In the proposed pre-weighting scheme, we use a pre-
weighting filter and a post-inverse weighting filter, as shown
in Fig. 2. The input speech is pre-weighted before it is passed
into the G.726 codec. The G.726 processed speech is passed
through the inverse of the weighting filter. The pre-weighting
filter used has the form of the perceptual weighting filter used
in the AMR codec, and is expressed as

W (z) =
A(z/γ1)

A(z/γ2)
(5)

whereγ1 and γ2 have values 0.94 and 0.6 respectively. The
post inverse weighting filter has the form1/W (z). Note that
this process adds a perceptual weighting capability to the
existing G.726 codec without modifying the standard codec

and without including a much more complicated codebook
search loop.

A. Determination of LP coefficents for each sub-frame

The process for obtaining the LP coefficients for each frame
or subframe follows the procedure in the AMR-NB standard
[7] for rates excluding 12.2 kbps. In the AMR-NB codec, LP
analysis is performed once per speech frame (160 samples),
using the autocorrelation method with 30 ms asymmetric
windows and a look-ahead of 5 ms. The asymmetric win-
dow consists of a half Hamming window for the first part,
while the second part is a quarter cosine function cycle. The
coefficients of the10th order LP filter are obtained from the
autocorrelation values using the Levinson-Durbin algorithm.
The LP coefficients are then converted to LSP coefficients and
are quantized and interpolated for each subframe.

We explore both frame-based and subframe-based pre-
weighting. In frame-based pre-weighting, the LSP coefficients
for the frame are converted back into LP coefficients and
are used to obtain the pre-weighting function in Eq. (5).
In sub-frame based pre-weighting, the set of quantized LSP
parameters determined for the frame are used for the4th

sub-frame, while those for the first three sub-frames are
interpolated as follows [7]:
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whereq̂1, q̂2, q̂3, andq̂4 are the quantized LSP vectors for each
of the 4 subframes that comprise a frame, and the superscript
n denotes the current frame. The quantized and interpolated
LSP vectors are then converted back to LP coefficients, and
are used in determining the pre-weighting filter. For the post-
inverse weighting filter, only the quantized LSP coefficients
for a frame need to be transmitted to the decoder. They can
then be interpolated at the decoder in case of subframe-based
pre-weighting, converted back to LP coefficients and employed
in the post-inverse weighting filter. The LSP vector for each
20 ms frame are quantized using 27 bits. This translates to an
additional coding rate requirement of 1.35 kbps.

B. Experimental Results

A comparison of frame-based and subframe-based pre-
weighting reveals that the PESQ-MOS values for both frame-
based and subframe-based processing are close. However, pre-
weighting on a frame basis results in the presence of vertical
striations in the spectrogram of the pre-weighted speech, that
are not observed when the pre-weighting is done on a sub-
frame basis. One of the reasons for using interpolated LP
coefficients for each subframe in the case of speech coders
is to smooth out the transients that are caused due to changes
in LP coefficients from frame to frame [8]. This is one possible
explanation for the striations observed in the case of the pre-
weighted speech when the processing is done on a frame basis.



Therefore, in our experiments, subframe-based processingis
adopted.

For our experiments, we used a narrowband speech file of
duration 96 seconds comprised of 6 pairs of male sentences
and 6 pairs of female sentences. PESQ-MOS [9] and informal
listening tests were used to evaluate the quality of the pro-
cessed speech files. In evaluating the PESQ-MOS, the speech
file was split into 8 second long files, and the PESQ-MOS
value was evaluated for each file. The average PESQ-MOS
values were then computed over the 12 pairs of speech files.

TABLE I

AVERAGE PESQ-MOSVALUES FOR G.726 ADPCMFOR DEFAULT AND

PRE-WEIGHTED OPERATION

16 kbps 24 kbps 32 kbps 40 kbps
Default 2.87 3.41 3.78 3.98

Pre-weighted 3.40 3.75 3.97 4.10

The term default condition is used to indicate G.726 with-
out pre-weighting, and we observe, from Table I, that pre-
weighting results in an improvement in PESQ-MOS values
for each rate supported by G.726. The improvement in PESQ-
MOS values increases with a decrease in rates, ranging from
a MOS increase of 0.12 at the maximum supported rate of
40 kbps, to an increase of 0.53 at the lowest rate of 16 kbps.
Further, the PESQ-MOS for the pre-weighted case is close
to the PESQ-MOS under the default operation for the next
higher rate. In listening to the processed speech files, the pre-
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Fig. 3. Spectral envelopes for input and processed speech for G.726 rates
16 ans 24 kbps, for default and pre-weighted processing

weighted case corresponding to the rate of 16 kbps sounds
relatively coarser compared to default 24 kbps coded speech,
while being significantly better than default 16 kbps decoded
speech. The pre-weighted speech corresponding to a rate of
24 kbps has a mild coarseness relative to default operation at
32 kbps. The pre-weighted speech corresponding to the rate
of 32 kbps sounds mildly coarser in 4 sentences out of a total
of 24 sentences, relative to default processing at 40 kbps.

Figure 3 shows the spectral envelopes for a sample male
voiced frame of input speech and the error for the default case
and the pre-weighted operation, for rates 16 and 24 kbps. From
the figure, we see that the default case error spectrum for both

Fig. 4. Spectrogram for a portion of the input speech and processed speech
using default and pre-weighted processing respectively for G.726 at 16 kbps

the 24 and 16 kbps rates is significantly greater than the input
speech spectrum in several frequency bands. However, the pre-
weighting and post-inverse weighting results in a shaping of
the error envelope that corresponds well with the input speech
envelope, with the error spectrum falling below that of the
input speech across the full band. The result is a noticeable
improvement of the reconstructed speech as indicated by the
PESQ-MOS values in Table 1.

Figure 4 contains the spectrograms for a section of the
original speech and processed speech for default and pre-
weighted codecs corresponding to the 16 kbps encoding rate.
From the figure, the granular distortions in the reconstructed
speech for the default codec are clearly evident in the spectro-
gram. The proposed pre-weighting scheme has a much cleaner
looking spectrogram due to including perceptual weighting
that is not part of the G.726 standard codec. As we move
toward higher rates, the spectrograms for default processing
have increasingly fewer artifacts, and at a rate of 40 kbps,
the spectrograms for the default and pre-weighted speech are
similar.

It is important to note here that only 27 bits per every
20 ms frame are needed to send the LP coefficients to the
receiver for post-inverse weighting in the pre-weighted case.
This translates to an additional rate of 1.35 kbps for pre-
weighting. Thus we see that a significant improvement in
quality can be attained at the cost of a small increase in bitrate
when pre-weighting is used in G.726 ADPCM.

IV. PRE-WEIGHTING FOR THEAMR-NB CODEC

The narrowband AMR codec [7] is based on the CELP
method, and encodes speech at 8 different bit rates, ranging
from 4.75 kbps to 12.2 kbps. The coder operates on speech
frames of size 20 ms (160 samples). In CELP speech synthesis,



two excitation vectors, one each from the fixed and adaptive
codebooks respectively, are added and synthesized througha
10th order LP synthesis filter. The optimal excitation vectors
from the codebook are chosen at the encoder based on
minimizing a perceptually weighted distortion criterion.The
perceptual weighting filter is given by Eq. (5). The value of
γ1 is 0.9 for 10.2 kbps and 12.2 kbps, and 0.94 for all other
modes.

The proposed pre-weighting and post-inverse weighting for
the AMR-NB is the same as that used in Sec. III in that the
input to the codec is passed through a pre-weighting filter
that has the same form as the perceptual weighting filter, and
the decoded output of the codec is passed through an inverse
weighting filter. Additionally, for the pre-weighted case,the
perceptual weighting conducted as a part of CELP codebook
search in the encoder is disabled, and mean squared error
(MSE) is used as the criterion to be minimized for choosing
the excitation codevector. Since our objective is to evaluate
and compare the performance of perceptual weighting, the
standard post-filtering operation is disabled in each of these
schemes. For the same reason as for the G.726 mentioned
earlier, the pre-weighting is conducted on a sub-frame basis.
For comparison, we also investigate the case where there
is no pre-weighting and MSE is used instead of perceptual
weighting in the CELP codebook search. This is referred to
as the ‘no-weighting’ case.

A. Experimental Results

The speech file used and PESQ -MOS evaluation procedure
are as described in Section III. Two modes of the AMR codec
were used for our experiments: 4.75 kbps and 7.95 kbps.
These modes represent the highest and lowest rates among
those available in the AMR that employ aγ1 value of 0.94 in
the perceptual weighting filter. Further, the lower rate of 4.75
kbps tends to highlight the improvement due to perceptual pre-
weighting, just as in the G.726 experiments described in the
previous section.

TABLE II

AVERAGE PESQ-MOSVALUES FOR AMR-NB FOR DEFAULT, NO

WEIGHTING AND PRE-WEIGHTING/POST-INVERSE WEIGHTING

AMR-NB 4.75 kbps
Default 3.38

Pre-weighted 3.38
No weighting 3.24

AMR-NB 7.95 kbps
Default 3.83

Pre-weighted 3.82
No weighting 3.7

The average PESQ-MOS values for processing under de-
fault, pre-weighted and no-weighting operation are shown in
Table II. For both the 4.75 kbps and the 7.95 kbps cases, the
PESQ-MOS values for pre-weighted operation are very close
to the PESQ-MOS for the default operation. On listening, the
speech files for the default and pre-weighted cases are found
to be perceptually similar. Given that the AMR-NB codec is
optimized for processing original speech, and not pre-weighted
speech, this closeness in performance for the pre-weightedand
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Fig. 5. Spectral envelopes for input and processed speech for AMR-NB for
a rate of 4.75 kbps for default, pre-weighting, and no-weighting

default cases is quite remarkable. Both the default and pre-
weighted cases have PESQ-MOS values that are better than the
no-weighting case, with a difference of about 0.13 in MOS. We
observe that the difference in terms of PESQ-MOS and even
in terms of quality based on informal listening tests, between
the pre-weighted operation and the no-weighting case is not
as significant as in the case of G.726. This may be attributed
to the observation that in CELP, even when no weighting is
used, there is an inherent shaping of the error envelope that
roughly follows the speech envelope [2], as seen in Figure 5.
However, even thought the shaping does generally follow the
input speech spectrum, the error envelope for MSE (without
any weighting) rises above the speech envelope for a frequency
range of 1700 to 2600 Hz, and hence, this shaping is not
sufficient to achieve good quality speech.

Fig. 6. Spectrogram for a portion of input and processed speech using default
and pre-weighted processing respectively for AMR-NB at 4.75 kbps

In analyzing the LP envelope plots for the default and pre-
weighted cases in Figure 5, we observe instances where one of
them performs better than the other. In the spectral envelopes



for a sample frame of voiced female speech in Figure 5, we
observe that the error envelope for the default case touches
the input speech envelope between 1500-2000 Hz. Between
2500-3000 Hz, we also see the error envelope for the pre-
weighted speech touching the speech envelope. Thus, in terms
of this particular speech frame, a clear preference betweenthe
standard AMR codec with perceptual weighting and the AMR
codec using squared error with pre-weighting is not evident.

In analyzing the spectrograms for the pre-weighted and
default codecs over many speech segments, we observe that
for most of the speech file used, the spectrograms are similar
for the pre-weighted and default cases, with instances when
either one of the default or pre-weighted case does better
than the other. For example, in the spectrogram for the
AMRNB 4.75 kbps processed female speech in Figure 6, the
spectrograms for the pre-weighted speech are better organized
and retain more spectral content relative to the default case,
for frequency range 1500-2500 Hz, and sample range 156000-
157000. Whereas comparing the default and pre-weighted
spectrograms within the sample range of 161000-163000, and
a frequency range of 2000-3000Hz, we find that the default
case has clearer pitch harmonics relative to the pre-weighted
case.

B. Prediction Gain evaluation for Pre-weighted Speech

The use of pre-weighting for the AMR-NB eliminates the
need for weighting within the analysis-by-synthesis (AbS)
loop in the CELP encoding process. Since the AbS loop
is executed multiple times during the codeword search for
each subframe, the proposed method results in a saving in
computational complexity. Since the LP coefficients used for
pre-weighting and the LP coefficients used in encoding the
pre-weighted speech are different, the pre-weighting method
requires that the speech LP coefficients be communicated to
the receiver. This requires an additional bit-rate of 1.35 kbps.
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Fig. 7. Prediction gain for AMR-NB 4.75 kbps for the originaland pre-
weighted speech

The AMR-NB codec is a linear prediction codec designed
to encode unprocessed speech, and hence the performance
gain due to linear prediction may be less for the perceptually
pre-weighted inputs for a given predictor order. To investigate

this possibility, we calculate the prediction gain for the pre-
weighted speech and for the original speech as a function of
prediction order as shown in Figure. 7. The prediction gain is
averaged over 50 frames of male and female voiced speech.

We see that the prediction gain for the original speech
increases by about 6 dB when the predictor order is increased
from 1 to 10, with a maximum prediction gain of 10.2 dB for
the 10th order predictor. For the same increase in prediction or-
der, the prediction gain for the pre-weighted speech increases
by only about 2 dB and the 10th order predictor achieves a
maximum prediction gain of under 4.5 dB. This suggests that
savings in bit-rate and in complexity may be possible for the
pre-weighted operation by using a lower-order predictor for
the pre-weighted speech within the codec.

V. CONCLUSION

The pre-weighting and post-inverse weighting method pro-
posed in this paper results in a significant improvement in
voice quality for ADPCM coded narrowband speech with a
small increase in bit rate of 1.35 kbps. Alternately, for the
same voice quality, the proposed method results in a reduction
in bit-rate of 6.65 kbps for each rate of the G.726 codec
above 16 kbps. When used with the AMR-NB codec, the
proposed method achieves the same quality as the AMR-NB
default decoding without employing perceptual weighting in
the analysis-by-synthesis codebook search loop. The proposed
method comes with the advantage of reduced computational
complexity, since weighting and inverse-weighting is done
only once per speech subframe, compared to CELP coding
where the perceptual weighting is performed multiple times
within the AbS loop in determining the excitation codevectors.
Further, pre-weighting reduces the correlation between the
signal input to the codec, and may allow for a lower order
predictor to be used in the codec. This advantage comes at the
cost of an additional bit-rate requirement of 1.35 kbps, which
is necessary for sending the parameters needed for post-inverse
weighting at the decoder.
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