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Abstract—We investigate the effect of stereo camera sepa-
ration on 3D perception and realism for handheld 3D video
communications. Using a handheld device equipped with an
autostereoscopic display, a front-facing stereo camera naapture
left and right views of the user’s face. However, consideraon
must be paid to the camera separation in order to balance both
viewer comfort and realism. Using display-camera geometrywe
illustrate the relationship between real depths in camera pace
and perceived depths in display space. We then derive the dptal
camera separation to capture depths within a user's face tha
are consistent with the size of the face on a handheld display
and contrast this result with traditional rules of thumb used
by stereographers. These recommendations are evaluated lay
perceptual user study with a current 3D handheld device.
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Fig. 1. (a) Cardboard Cutout Effect (too little depth) (bp&ichio Effect
(too much depth)

. INTRODUCTION _ ) )
the scene. Changes in depth correspond to larger disparity

Glasses-free 3D handheld devices create a new opportugjiferences for nearer objects. Shift-convergence canesiss
for 3D video communications [1]. Such a device would utilizgy|ly converge onto the face and minimize disparities in the
a front-facing stereo camera adjacent to the autosterp@scqoreground. However, background objects will now have very
display. Stereoscopy produces a 3D illusion by displayingrge uncrossed disparities, with a maximum magnitudevequi
separate images to the viewer's left and right eyes [2]. Thgant to the size of the shift. Previous work [A [1] therefore
glasses often cited as the main dissatisfaction with 3Dnee estimated the maximum camera separation for handheld 3D
are impractical for video communications because they@®an;igeo communications to produce disparities with a “zone of
the appearance of participants. Using a glasses-free &levigmfort.”
depths within facial features can enhance realism and thqp sec[T], we outline the display-camera geometry for hand-
quality of experience [3]. However, two fundamental QUESS pelq 3D video communications, and analyze its implications
arise in this_ scenario: (1) how to bqla_nce vieyving comfodt aryn, viewing comfort in Se¢.I1I. Next, stereo camera separgti
3D perception, and (2) how to optimize realism? _for realistic depths within the face are derived in Sed IV.
The realism of perceptual cues is paramount when viewifgese results are evaluated using a perceptual user study, a

stereoscopic images of faceés [4]. If there is too little Heflte  gescribed in Se€V, followed by conclusions in S&g. VI.
face will appear as a flat layer distinct from the background,

producing the “cardboard cutout effect” depicted in Eigal ( I1. DISPLAY-CAMERA GEOMETRY

[5]. If there is too much depth, the ufe.r's face will appear ysing a pinhole stereo camera model with parallel optical

glongated, pro_ducmg an unrea!lst|c Pinocchio Effgct a8xes, the image sensor disparitys

illustrated by Fig[lL (b). All perceived depths must ultieigt

be consistent with the size of the handheld device. d = —fé, (1)
Previous work has examined the limits of viewing comfort z

for 3D displays. The “vergence-accomodation conflict” @sis where b is the camera separatiorf, is the focal length of

from the difference between vergence distance (possibly tie cameras, and is object depth[[7]. Positive on-screen

front of or behind the screen) and viewing distance (alwaylisparities create the illusion that an object is placedirizkh

on the screen) [6]. If this difference is too large, the viewahe screen, while negative on-screen disparities placectdbj

will experience discomfort and fatigue. in front of the screen. From Eq[](1), the largest disparity
Close-up stereo photography is particularly difficult duenagnitude is associated with the object nearest to the e@ner

to the range of disparities that result from depths withini.e. the front of a user’s face. In order to adjust convergenc



depth with a parallel stereo camera, the images must beghift Using a parallel stereo camera, we can adjust only camera
in post-processing by the disparity associated with th&eés separation (focal length is restricted on handhelds). étrse
convergence depth (shift-convergence). The convergeztbbjdesirable to use a separation that is equal to the human
will have zero disparity and objects behind it will now havénterocular distance (65 mm), yet this is not always the case
positive disparities. An old rule of thumb is that the separation should be at most
The relationship between camera space (real depths) &3%d of the distance to the nearest object [2]. If the user’s
display space (perceived depths) using a sensor-to-glispteose is 250 mm from the cameras, the separation would be

magnification)M can be derived as less than 8 mm. However, the scene will look more two-
dimensional as the separation is decreased. Camera separat
[ 7 S z >z . . . . .
PR I VIO R = %o 5 can bemaximized by matching the negative disparity of the
== Zd 2 < zo, @ nearest object to the maximum positive disparity within the

P

zone of comfort([1].

where ' is the perceived depth of the object with respect to Will maximal use of the depth budget produce the most
the viewer, z is the real depth of the object with respect téealistic 3D effect? A second consideration is the consaste
the camerasz, is the convergence depth;, is the viewing Of depths with the size of the face on the handheld display
distance, and’ is the viewer interocular distance. This mapl8]. If the camera separation is too large, the face will &spe
ping is illustrated in FiglI2 for several camera separatitms €longated in depth, producing the unnatural “Pinocchiecff

this example, the convergence (_jepth of_the camergsig IV. CAMERA SEPARATION FORREALISTIC DEPTHS

chosen to be 250 mm, representing the distance to the nearest

point from the cameras. Similarly, the viewing distaneg) (  !f we consider that a user's face will occupy the maximum
of the other user is 300 mm, a recommended distance f€en area on a handheld screen held in landscape mode, the
handheld autostereoscopic viewing [6]. It is important asen height of the face will be approximately 50 mm (width of
the significant depth compression in perceived depth spaBandheld screens). Next, if we define the height of the human
For instance, with a camera baseline of 20 mm and oo, face to be about 250 mm, the face-to-screen magnification
the perceived depth is about 326 mm, meaning objects védAfiace) is roughly1/5.

far from the stereo camera will appear only 26 mm behind theOne option is to scale depths bfce, however the face

display. should appear as though it is full-sized yet viewed from a
farther distance, rather than a shrunken version held asarm
— Convergence Depth length (in. the same way a toy model airplgne vie\_/ved _from
at0h a near distance appears different than a jumbo jet viewed
sas b = 40 mm from far away). Towards this, the screen can be considered
| a “window” into a 3D scene. When held at a distance of
£ 0 o 300 mm to the eyes, it will appear that you are viewing a
~ il . person standing about 1500 mm away. Therefore, for paaticul
£ % camera and display parameters, we can estimate a separation
it o=20mm needed to create depths consistent with a real person’'saface
3 stof this distance.
8 s0s} b=tomm To make an object held at 300 mm consistent with one at
& 300 _D 1500 mm,relative retinal disparities must be matched, since
005 ; ; . Viewing Distance the eyes will converge at each distance. The brain estimates
290 the distance of objects using relative retinal disparitesi
200 300 400 500 600 700 800 900 1000 a combination of vergence angle, accomodation, and head

Real Depth z (mm) orientation [9]. It is impossible to reproduce reality eely,

! N . . since the convergence angle and accomodation between the
Fig. 2. Relationship between camera space and display $packfferent . . . . .
camera baselines:4 = 300 mm,z, = 250 mm, f = 3.94 mm,M = 16,53, €Yes Will not be the same. Still, the relative retinal dispar
b = 65 mm) ities are a dominant depth cue that can be controlled by
the autostereoscopic display. Since disparity is a noatine
function of depth, not all of the retinal disparities relatito
a convergence depth of 1500 mm can be maintained when

For handheld devices, Shibata et al. [6] found that objeahkifted to the nearer viewing distance of 300 mm. However,
that appear in front of the display are less comfortable ¢éovwvi it is possible to map one relative retinal disparity, andsthll
than those that appear behind the display. Furthermorectshj disparities between zero and this value will appear close to
that appear in front of the display at the frame edge carrgthaithe desired value.
penalties on viewer comfort (stereoscopic window violaslp ~ Since our eyes rotate to converge at a depth of interest, we
[4]. Therefore, all scene depth should be placed on and Hehimodel relative retinal disparities using a toed-in camersig-
the screen during handheld 3D video communicatibhs [1]. uration, as illustrated in Fig] 3. Retinas are sphericadbsas,

Il. VIEWING COMFORT



user with an interocular distance of 65 mm. Consequently, if
we capture the user’s face such that 200 mm behind his or
her nose will have an on-screen disparity of 1.51 mm, we will
produce retinal disparities that are consistent with aqess
face viewed at 1500 mm, and thus consistent with the size of
the face. To calculate the corresponding camera sepayation

d 1

=07 (% - ZL)’ (5)
where d’ is the on-screen disparity (1.51 mmy, is the
camera focal length (3.94 mm)/ is the screen magnification
(16.53), 2, is the depth of the user’s nose (250 mm), and
z = 2, + 200 mm. For these particular camera/display pa-
rameters, the separation needed to produce retinal diggari
that are consistent with the size of the face on the display is
roughly 13 mm, which is smaller than the camera separation

however a planar model will provide a good approximatiofurrently found on 3D handhelds (30-35 mm). This suggests
for camera placement guidelines. In Fig. 3, the eyes coeveltbat_ views_ of faces captured using the separatio_ns of curren
at a distance,,, while a farther object at distaneg produces devices will appear to have exaggerated depth with respect t
a relative disparityd. This disparity can be estimated usingheir size on the screen.

the difference between the two convergence an@lg,sand V. USERSTUDY

the focal length of the eyed, (approximately 17 mm), with

Fig. 3. Toed-in Camera Setup

Given the same viewing conditions (viewing distance, on-
i f Zf — 2o 3) screen disparities, and interocular distance), the perde8D
o by ZfZo | effect may vary for each person. Indeed, viewers may not

+
* ’ always prefer 3D images and video that contain the most

US'?% th'i model, WZ ;cchenr?ndha relathnslhlp beltwe_en WQalistic depths. As a result, we test recommendations for
sets of depths (near and far) that have equivalentrelaiweal o 0 camera placement with a user study.

disparities. If the viewer’s eyes converge at a viewingatise

of z4, the face will appear to be viewed at a distanc%ﬁ—e. A. Beam-Splitting Camera Rig

We define the first set of depths agandz,, and the second  To generate data, we capture images using a custom, ad-
set as;zL- andzy. Setting the relative disparity between eaclystable stereo camera rig. This beam-splitting rig usiug t

set (@, and dy) equal to each other allows us to derive @oint Grey Research Firefly MV cameras and a half-silvered

relationship between,, and z: mirror. The cameras are arranged such that 50% of incoming
b 2 b z5za light is reflected upward towards a camera placed above the
14 (Zf _ _Zd ) + 24 (_ _ Zf ) . . . B
A\ Mice 4 bMiace mirror, while the other 50% of the light transmits througle th

o= b Aoz (Zf — ) ' @ mirror to the second camera placed behind it. In this way, the
cameras can capture stereo images with very small sepasatio

Using Eq. [(4), we can now determine a depffthat has the (less than 50 mm) that are not possible if the cameras are
same relative retinal disparity with respect to a convecgenplaced side-by-side.
depth of z; that z; has with respect t0zg;sp/Miace FOr ) _
example, withzg = 300 mm andzy/Miace = 1500 mm, we B. Questionnaire
can choosezy = zgq/Msace + 200 mm = 1700 mm. Here, In a blinded experiment, 22 test subjects were asked to view
200 mm is chosen to represent the amount of depth perceiveéges on an HTC Evo 3D device and evaluate a simple
within the face that we would like to realistically map to thejuestionnaire. The interocular distance of each subjest wa
nearer viewing distance of 300 mm. Plugging these values imecorded, with an average of approximately 58 mm (less than
Eq. (4), we findz,, to be approximately 307.1 mm. This meanthe typically reported average of 65 mm). Subjects were first
that an object at 307.1 mm produces the same relative retinaked whether or not they had any prior experience with a 3D
disparity with respect to 300 mm that an object at 1700 mhandheld device, with 9 out of 22 (41%) reporting that they
produces with respect to 1500 mm (when interocular distandiel have some prior experience, though this prior expedenc
is 65 mm). In a video communications context, we would/as not substantial (limited to several brief viewings).
therefore like to map 200 mm behind the user's nose (whichFollowing a sample image to help position the device in
will appear on the display), to roughly 7.1 mm behind ththe comfortable viewing zone, users were asked to evaluate
display. 3D images through simple multiple-choice questions. The

An on-screen disparity of 1.51 mm will be perceived amages were presented either in sequence or simultaneously
307.1 mm, when viewed from a distance of 300 mm by lay splitting the screen in half. This questionnaire attesrpt
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Fig. 5. Camera Separation for Realism Results: (a) 20 mm vs@0(b)
20 mm vs 10 mm

Fig. 4. Camera separation was adjusted from 10 mm to 40 mnhéosame

face. Each image is shifted to converge onto the person’s.nos

b = 40 mm

This is likely because they preferred the most comfortable
ir&ﬁ';lges, due to inexperience with a 3D handheld. One comfort
actor is the time for 3D fusion. Even if the disparities ¢esh
using a 20 mm separation fall within the zone of comfort,
C. Preference and Realism Results it takes more time for the brain to fuse larger disparities.

Users evaluated four sets of images, with four images #Pnsequently, 10 mm is still perceived to be more comfoetabl
each set corresponding to different camera separations H@wever, as the user gains experience with the 3D handheld
mm, 20 mm, 30 mm, and 40 mm). Between the sets, tvgvice, the time for fusion decreases, and thus the comfort
different faces were used, processed with shift-convergéas advantage of the smaller camera separation decreases.
seen in Fig[}) and a bi-layer disparity remapping techniqueWe have presented a technique to determine the optimal
that produces the same disparities in the face, while lmiti Camera separation for realistic depths within a face during
uncomfortable background disparities. handheld 3D video communications. Ultimately, it is clear

Users preferred a 10 mm separation (59.1%) most and @t disparities need to be minimized to maintain comfort-
mm (25%) second, thus preferring the least 3D depth. Whéahle viewing, while maintaining realistic depths withineth
isolating the results for users that had prior experientarger users face. This supports the need for disparity remapping
percentage chose the 20 mm separation (36.1% vs 55.6% fgthniques to remove unimportant depths in the background,
10 mm), suggesting preference for more 3D may increase wit#en when the camera separation is small enough to provide
experience. depths with the zone of comfort. Since the optimal camera

Using the realistic depths analysis in S&c] IV, we ca$eparation is dependent upon a number of factors (viewing
calculate the camera separation that will produce the mehstance, interocular distance, convergence depth)guwtork
realistic depth for this dataset. In this case, the averigartce must gather viewing statistics to choose the best separtatio
of the nearest object to the cameras is 305 mm. This wagnajority of users.
calculated using the shifts found to converge each image ont
the front of the nose. Furthermore, the average interocular
distance of the users was 58 mm. Consequently, the estimaféd?: Mangiat and J. Gibson, “Disparity remapping for hagidh3D video

. . . communications,” inlEEE Emerging Sgnal Processing Applications
camera separation for realism 16 mm. This suggests that  (Egpa), Las Vegas, NV, 2012.
on average, 20 mm should appear most realistic. [2] L. Lipton, Foundations of the Stereoscopic Cinema: A Study in Depth.

To te.St reah.sm' USers evaluat[ed eight images, V\.”th tvtﬁ ﬁl.’;‘%ﬁﬁ%ﬁse?h?gg’, Ig?gzc.hfer,z. Fei, H. Belt, and®orra Escoda,
faces side-by-side. In four of the images (two faces witthbot™ «mmersive multi-user 3D video communication,” SeptemBepg.
shift-convergence and bi-layer disparity remapping), 2& m[4] lg.:rthetnodg#g;] 3DE?gg\cinhﬂs?:l?éngéeag)%%mpic Digital Cinema from
separgtlon was compared_to 40 mm sepa_ratlon. The resqlt.sléj)rH. \Pamanoue, M. Okui, and F. Okéno, “Geometrical analysfi puppet-
these images are shown in Fig. 5 (a), with 20 mm receiving theater and cardboard effects in stereoscopic HDTV imageEE Trans.
a large majority of votes (78.4%). Clearly, users found 20 on Circuits and Systems for Video Technology, vol. 16, no. 6, pp. 744—

foti ; ian 752, June 2006.

mm more realistic than 40 mm, despite the 40 mm separau[%P T, Shibata, J. Kim, D. M. Hoffman. and M. S. Banks, “The Eoof

producing a stronger 3D_9ﬁeCt- ~ comfort: Predicting visual discomfort with stereo dispgigyJournal of
Next, 20 mm separation was compared to 10 mm, with \son, vol. 11, no. 8, 2011.

results shown in Fid]5 (b). Here, 20 mm (45.5%) was agaifl D. Forsyth and J. PonceComputer Vision: A Modern Approach
Prentice-Hall, 2003.

chosen to be more realistic than.10 mm (34'1%)' supportif@ G. Sharma, L. Karam, and P. Wolfe, “Select trends in imaggeo, and
the result that a 16 mm separation would produce the most multidimensional signal processing¥gnal Processing Magazine, |EEE,

determine which camera separations users prefer, and w
camera separations users find most realistic.
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