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ABSTRACT compared to stillimagery due to scene motion, which will ap-
) ) pear as ghosting. To eliminate ghosting, [1] used altemgati
One method to extend the dynamic range of video capayposures and an “HDR stitching” method utilizing gradient
tured with inexpensive cameras is to alternate the exposuifyseqd optical flow to register adjacent frames. Alternijtjve
time between frames and combine the informationin adjacertg] used block-based motion estimation for frame regigirat
frames using post-processing. This method requires ne hardpq 4 pilateral filtering step following tone mapping foriart
ware modification, yet traditionally there is a quality tad ¢,ct removal. Both methods were susceptible to registatio
off. Dynamic range expansion corresponds to an increaseglitacts when saturation occurred on moving objects in the
number of saturated pixels in individual frames, which glon ¢cane.
with occlusions contributes to registration artifacts. efigr The goal here is to outline a new filtering method for reg-
fore, we describe a "High Dynamic Range (HDR) Filter” that it ation artifact removal in an HDR video frame createdrfro
can mitigate these artifacts to produce a pleasing HDR videgyenating exposures. Building upon the cross-bilatenl
without exact frame registration. This filter builds upoeth o pilateral filters, this “HDR Filter” utilizes edges the

bilateral filter to smooth frames while maintaining impaitta |,/ dynamic range frame, edges in the unfiltered HDR frame,

edges. Additionally, the filter strength locally adaptsaore- o associated motion vectors to adaptively smooth poorly
sponding motion vectors. Since regions with poor registnet e gistered pixels.

generally correspond to higher motion, smoothing here can
reduce artifacts without degrading perceptual qualitysuie

show a significant improvement for HDR videos with fast lo- Frame Generate HDR
cal motion within saturated regions. Input—= Registration [P Radiance [ Tonemap L) Filtering [ Output
. . . . Map
Index Terms— High Dynamic Range (HDR) Video, Bi-

lateral Filter, Auto-Gain Control
Fig. 1. HDR Video Process

1. INTRODUCTION . . .
The main steps of our HDR video process are shown in

High dynamic range (HDR) video aims to accurately recoro,:'g' 1. The inputis a sequence of_frames captured at alternat
scenes with brightness variations beyond the capabitfies 'Y s_hort and Io_ng exposures using a dua_l-exposure control
typical camera sensor. Auto-exposure algorithms attempt talg(_)mhm descglaeIdeer_l Seq. 2. An dover\_neW Of_ doudr _fraSm c

minimize the number of saturated pixels, yet they fail to-cor registration an IMaging procedure IS provided in Sec.

rectly expose the entire frame. This issue is especiallygpre 3H FoIIow;?g an intrc;]dgctior? t% bfi.lat((ajr.al filtering in. SeI;:, 4
lent on handheld devices, which may have video conferendP® HDR filtering technique is defined in Sec. 5. Finally, we

ing capabilities. The mobility of the device means that thePresent and discuss sample results from a processed autputi

user is often exposed to extreme lighting conditions. Consesec' 6.
qguently, poorly lit faces detract from the user experienu a
contribute to awkward interaction. 2. REAL-TIME DUAL-EXPOSURE CONTROL

Most HDR methods include some way to obtain multi-
ple exposures of a scene, whether using specialized hagdwaFypical video cameras use a single exposure setting that is
or software. In this way, the bright regions are captured iradapted according to the statistics of each frame. Since the
the shorter exposures while the dark regions are captured dynamic range of the scene is usually much larger than that
the longer exposures. HDR video introduces many difficsiltie of the camera, this auto-gain control algorithm attempts to



minimize the number of saturated pixels. In order to extent
this dynamic range, we adapt two exposures (short and lony
in real-time, as in [1]. The camera cycles between these tw
shutter speeds in alternating frames.

Our “dual-exposure” algorithm calculates new shutter
speeds every fourth frame. This process is simplified com
pared to [1], as the camera response function and intensi
histograms are unneeded. We also adapt the short and lo~~ _
exposure times independently, without limits on theiraati
Our goal here is to maximize the long exposure and mini
mize the short exposure, thus maximizing the dynamic rang
expansion, while maintaining enough non-saturated pixels
adequately register adjacent frames.

At the start of a video capture, both the short and long
exposure times are initialized to the same value using stan--
dard auto-exposure. This is useful for evaluating the qual-
ity of the HDR output with respect to a low-dynamic rangeFig. 2. Dual-Exposure Control: (a) Short Exposure (b) Long
video, as shown in Figs. 2 (c) and (d). Once the HDR settingEXxposure (c) Standard Auto-Exposure: Saturation causes a
are engaged, the two exposures will separate according to tMvhite sky and shadows obscure details (d) HDR Output: En-
dynamic range of the scene. In each set of four frames, tH@anced colors and local contrast, without saturation (kesag
first two frames are downsampled and converted to greyscaleest viewed in color)

For the short exposure, we count the number of underexposed
(intensity<10) pixels,N,,. Similarly, the number of overex-
posed (intensity230) pixels,N,, is determined for the long
exposure. The best matches on a block-by-block basis are then cho-
OnceN, is known for the most recent short exposure, we

. sen to generate a differently exposed prediction for theecttir
gpdate the short exposure time as fOHOWSNU./N < 20%, frame.gSince saturated reg)?onsin thepcurrent frame are-unus
Le. fewer thar20% of the total number (_)f p'?‘e'SN) are able for matching, we replace the predictions for saturated
unde_rexposed, then the short exposure timieeseased ac- locks using bi-directional ME calculated directly betwee
cording to a schedule adapted from [1). On.the other_hand, he previous and next frames. Additionally, we refine the pre
N“/.N > 30%, the_n the s.hort_exposure mustibereased in a diction on a pixel-wise basis by replacing pixels that a@ to
similar manner. Finally, '.W“ is betweer20% and30%_ the_n bright to appear underexposed in the current frame or tdo dar
no change is made. In this way, the short exposure time is ke

: . AP é appear overexposed in the current frame [2].
as low as possible while maintaining enough non-saturate

pixels for regi_stration._ The long exposure is updated in the Following registration, radiances given by the current
same way usingV,. Figures 2 (a) and (b) show a short andframe and predicted frame are combined to form a high

long exposure captured using this dual-exposure algorithm dynamic range radiance map using the camera response func-
tion [3]. The estimated radiance is a weighted average of
3. HDR IMAGING the two exposures, while saturated pixels are ignored.eSinc
the predicted radiance for a given pixel may be incorregt, [1
Given a sequence of alternating exposures provided by thgeights the predicted radiance less if the radiance dispari
dual-exposure algorithm, the task is to utilize neighbgrin between the two exposures is large. However, noise in the
frames to predict a second exposure for each time instagt. Idcurrent frame also contributes to this disparity. Usingyonl
ally, this prediction should represent exactly the samaece the radiance predicted by the current frame might also lead t
as the current frame, though this is impossible due to occlufickering artifacts in the output video.
sions and non-overlapping regions. Still, frame regigimt
provides useful results. We instead use a simple hat function to weight radiances
Details of our frame registration method are found in [2].higher when given by midrange pixel values [3]. The ef-
The first step is to boost the short exposures to match the lorfgct of noise and flickering is reduced, though the result is
exposures using the camera response function, which can be HDR radiance map that may still be vulnerable to block-
calculated using a number of methods such as [3]. Once adjaig and other artifacts where the predicted radiance is.poor
cent frames are at approximately the same global brightnesé/e therefore address these artifacts using filtering, fiotig
we perform block-based motion estimation (ME) between the local tone mapping step that maps the HDR radiances back
current frame and both the previous and next frames. into displayable range for low dynamic range media [4].




4. BILATERAL FILTERING To start, we first note that the filter should only smooth
regions with registration artifacts. Though there is nouge
An image filtered by Gaussian convolution is given by [5]  truth knowledge of where these artifacts are located, tte fil
strength can locally adapt to thikelihood of artifacts. This

GClIlp = Z Go(llp —all)q, 1) adaptation is an adjustment of filter standard deviatiomén t
qes range domaing,. For instance, if the likelihood of artifacts
wheres is a neighborhood of pixels abopt I is the pixel is higher, therv,. is increased for a smoother output.
value atg, andG,, (z) denotes the 2D Gaussian kernel To measure the likelihood of artifacts, we use the largest
motion vector length in the neighborhood of each pixel. The
1 z? faster an object moves, the more likely there will be registr
Go(r) = —=exp|—== ). (2) . .
2mwo? 202 tion errors. Furthermore, blurring appears more natunal fo

fast moving objects. Therefore we define a spatially adaptiv

Similarly, the bilateral filter replaces each pixel with a?tandard deviation

weighted average of its neighbors. However, the weight o
each neighbor is defined not only by its spatial distancedo th
center, but by its difference in value. In this way, edges are
preserved while smoothing. The bilateral filter is thus dedin

as whereS is a neighborhood around pixgl anda is a constant
1 used to adjust the amount of smoothing. Plugginfp) into
BF[I]p = 35~ > GollP—alDGo, (11, — IihIa, ()  Eq. (3)yields a bilateral filter whose strength adapts to the
P qes likelihood of registration errors. However, the adjustineh
whereo, is the standard deviation in the spatial domaip, o7 still has no effect over saturqted regions in the input frame
is the standard deviation in the range domain, Hiigis the ~ Since there is no edge information.
sum of all weights used for normalization [5]. To make the filter useful in both saturated and non-
Thecross-bilateral filter is a variant allowing color infor- saturated regions, we also utilize the edges of the unfiltere
mation to be smoothed according to the edges of a secorfdPR frame in saturated regions. Here, the filter acts as a
image [5]. This is especially useful for reducing registmat dual-bilateral filter [5], since the weight of each neighboring
artifacts in an HDR frame, as the HDR color information canpixel now depends on the edges of two images (the LDR
be smoothed according to the edges in the low dynamic rang@put frame and unfiltered HDR frame). We now defineas
(LDR) input frame [2]. the adaptive standard deviation in the range domain foredge
Still, it is undesirable to remove all high frequency con-in the LDR input frame {), and similarlyo; for the edges in
tent, as simply filtering the entire image might produce. Tothe unfiltered HDR frameJ). The final HDR filter is defined
counteract this in [2], the filtered pixels were only usechiat as
output frame when the difference between the unfiltered and
filtered versions was very large (according to perceptuakco HDR(I, J], = € Z Go.()Go; ()Go, () g, (5)
distance and structural similarity metrics). Additioyathe Wp qes
cross-bilateral filter is only useful where there is edgeiinf
mation in the input frame, so it cannot be used in saturategare
regions since it will then simply act as a spatial Gaussiah an
excessive smoothing will be perceived as flickering. Con-
GU.I(') = {

7,(p) = a max(|MVq ), @

1, if 10 < I, < 230

sequently, [2] did not filter pixels in saturated regionsgd an
Go,p)([Jp — Jgl), elsewhere

passes noticeable artifacts for fast moving objects coimigi
saturated pixels.

(6)

Thus, if the current pixel is not saturated in the input
5. HDR FILTERING frame, only edges in the input frame are preserved when fil-
tering colors in the HDR frame. Alternatively, if the curten
The HDR filter addresses the limitations of the bilateragfilt pixel is saturated in the current frame, edges in the HDR
ing method in [2] by filtering both non-saturated and sakdat frame may also be preserved. Still, not all edges in the HDR
regions. This is accomplished by observing that faster moviframe should be preserved in the saturated regions, as then n
ing objects may be smoothed more without significant degraartifacts would be removed. This is controlled by adjusting
dation of perceptual quality. Furthermore, it is no longecn the « factor foro;(p), as shown in Eq. (4). This method is
essary to apply similarity metrics between the unfiltered an effective in removing artifacts within regions of contigio
filtered frames, as the final HDR output is simply the outputcolor, while preserving very strong edges between difféyen
of the filter. colored regions.



(a) Unfiltered (b) Filtered (c) Unfiltered (d) Filtered

Fig. 3. HDR Filtering Results: Pixels saturate across the wavanydhn the input frames (shown as insets), leading to atsifac
(notably on the thumb and between fingers) in the unfiltered®RHiames. The proposed HDR filter smooths artifacts across
the entire hand and face, even where there is pixel satarafid no edge information in the current frame.

6. RESULTS 7. CONCLUSIONS

To test the performance of the HDR filter, we processed seWVe have outlined an effective dual-exposure algorithm, HDR

eral HDR sequences of indoor and outdoor scknSample ~ Post-processing system, and a new filtering method for the
frames for a video exhibiting fast motion are shown in Fig.removal of registration artifacts from HDR video. This HDR

3. In the images showny in Eq. (4) foro; is set to 0.15 filter acts as both a cross-bilateral and dual-bilateraifiltith
anda for o is set to 1. This means that edges in the currendaptive filter strength according to underlying motion-vec
frame are more important, while only stronger edges in théors, so regions of fast motion are heavily smoothed. This is
unfiltered HDR frame are preserved within saturated regiongdvantageous in that artifacts are more likely to occuriwith

In this video sequence, a hand waves across the scred@iSter motion regions, where smoothing is less noticearie p
generating fast local motion and motion blur. The low dy-Ceptually. Results show a significant improvement for mov-
namic range input frames shown in the insets of Fig. 3 (ai"9 objects that are saturated in the low dy_namlc range input
and (c) also show that much of the hand is saturated, leadf@me. Future work may address complexity reduction tech-
ing to significant registration artifacts in the unfiltere®R  NIQUES.
frame. The methods described in [1] and [2] cannot remove
these types of artifacts since there is no valid edge inftiona 8. REFERENCES
available in the input frame.
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1For videos, please visit http://vivonets.ece.ucsb.eBRHtmI



