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Abstract

Achieving effective real-time voice communication over an
ad hoc network of mobile wireless nodes is an important new
challenge in the wireless arena and opens new directions for
research in speech coding. In this paper, we review the prob-
lems and issues in supporting speech over mobile ad hoc net-
works and examine the role of new speech coding techniques
and modified network protocols aimed at providing adequate
quality of service in this difficult environment.

1. Introduction

A mobile ad hoc network (MANET) is a wireless LAN
(WLAN) wherein mobile nodes can communicate with one
another and serve as routers for multi-hop connections without
relying on any pre-existing infrastructure. MANETs are very
attractive for a host of applications and environments, such
as conference and convention center communications, as well
as emergency response scenarios such as law enforcement and
military activities. Real-time voice communication is a critical
application for many of these network scenarios.

A MANET is characterized by peer-to-peer network struc-
ture, dynamic network topology, limited wireless bandwidth,
low-power mobile terminals, high error rates, and the broad-
cast nature of wireless communications. Along with effec-
tive network protocols, suitable speech coding techniques are
needed to ensure quality voice communication in MANETs.

In this paper, we focus on speech coding techniques and
some modified network protocols for MANETs that take ad-
vantage of the character of speech. We start with an overview
of the problem of speech communication in MANETs, and in-
troduce the relevant networking issues, challenges, and current
research activities in this area. Then we examine some tech-
niques including multiplexing, multiple description speech
coding, and scalable speech coding that contribute to effective
and reliable voice communications in MANETs.
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2. Voice Communication in MANETs

2.1. Network Protocols

Although many network protocols may be applicable to
MANETs, a protocol stack based on the IEEE 802.11 physical
(PHY) and medium access control (MAC) layers and UDP/IP
for transport and network interface layers, shown in the oval
in Fig. 1, is widely used for voice communications. Notably,
UDP must replace TCP to allow real-time voice at the price of
unreliable packet delivery.

Many networking studies have been conducted to ana-
lyze and improve the performance of MANETs. Routing in
MANETs is very challenging due to mobility. Dynamic rout-
ing protocols are needed to quickly react to changes in net-
work topology and re-establish routes. Several routing solu-
tions have been proposed and some are being studied in the
IETF MANET working group [1].

The widely known IEEE 802.11 family of standards [2]
was originally designed for data communication in WLANs.
The standard includes multiple protocols for the PHY layer
and a common MAC protocol to interact with the selected
physical layer. The 802.11 MAC layer allows two distinct
access methods for transport over a link. Only one of these,
the distributed coordination function (DCF), is applicable to
MANETs. This method, called carrier sense multiple access
with collision avoidance (CSMA/CA), mitigates collisions at
the cost of limiting capacity and increasing latency. It also of-
fers a retransmission mechanism for packets that are corrupted
or whose receipt is not confirmed.

2.2. Network Characteristics

A typical diagram of a MANET is shown in Fig. 1. The
dotted lines indicate wireless connectivity for nodes A, B, C
and D. For a voice communication session between nodes A
and B, multi-hop routing is needed. Two of many possible
routes are shown in the figure; multiple paths are generally
available in MANETs.

The loss characteristics of wireless channels have been em-
pirically observed to be bursty due to various fading effects.
The Gilbert-Elliott two state Markov model [3,4] is often used
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Figure 1. A typical MANET.

to model the bursty error channel. In this model, each state
represents a binary symmetric channel. Bit errors occur with a
low probability in the “good” state and with a high probability
in the “bad” state. Suitable probabilities are assigned for the
transitions between states.

During the communication between nodes A and B, a
packet at the MAC layer, which consists of the voice data,
UDP header, IP header and MAC header, is lost or discarded in
certain situations, including: (i) two or more nodes attempt to
send packets in the same time slot and a collision occurs, e.g.,
nodes A and B are each sending a packet to node C, or nodes
A and C attempt to transmit packets; (ii) the media is busy and
bandwidth is not available, hence the packets are queued at a
router and are dropped when the buffer overflows; (iii) a packet
is received with bit errors and the number of retransmissions
has reached the retry limit; and (iv) a packet in a jitter buffer
at the receiver is discarded when its delay exceeds a threshold
set by the application.

Although 802.11 allows for request-to-send (RTS) and
clear-to-send (CTS) handshaking before a data packet is sent,
for short data packets RTS/CTS is best disabled. Then, in
most cases, the likelihood of losing a packet increases as the
packet size grows. Thus, smaller packets are preferred for
unreliable channels. Since the header size is the same for
all data packets and the voice duration in each packet is lim-
ited by the application-specific delay requirement for two-way
voice communication, the packet size varies with the size of
the voice data allocated to a packet. Therefore speech com-
pression is needed to minimize the packet size, bandwidth us-
age, packet delay, and packet loss. On the other hand, a rela-
tively small payload with large headers implies inefficient use
of bandwidth. One way to alleviate this inefficiency is multi-
plexing, as described later.

A transmitted packet in a MANET has a fairly large header,
compared to the size of the speech data. Typically, a speech
packet contains about 20 ms of speech data. In such packets,
the speech data size ranges from 160 bytes (G.711 at 64 kbps)
to 20 bytes (G.729 at 8 kbps). There are at least 58 bytes of
data for the UDP, IP and 802.11 MAC headers. Moreover, to

transmit a packet, additional overhead is needed for packet-by-
packet synchronization, and the Physical Layer Convergence
Protocol (PLCP) preamble (144 bits) and header (48 bits) at
the PHY layer in 802.11 is transmitted at 1 Mbps regardless
of the speed at which the MAC packet is transmitted. Thus,
the transmission time for say 20 bytes of speech data is quite
short compared to the time consumed for sending the PHY and
MAC headers.

2.3. Challenges and Issues

For voice communication in a MANET, the transmission
delay budget is tight due to multi-hop routing and high bit-
error rates. Also the packet loss rate can be very high under
adverse conditions, such as high channel noise or heavy traffic
with multiple concurrent communication sessions causing a
high collision rate. Generally, retransmission of packets is not
desirable for voice over MANETs since it adds extra delay and
wastes bandwidth. Furthermore, communication might be lost
if the packet loss rate is too high or a communication link is
considered broken.

Another issue is the need for privacy and security in wire-
less voice communications. Conventional encryption may im-
pose a nontrivial computational burden for low power hand-
held terminals.

To meet these challenges, effective network protocols and
speech processing techniques are needed. The following net-
work measurements are commonly used to objectively evalu-
ate performance:

Packet loss rate is the fraction of transmitted packets from
the source that are not received at the destination.

Jitter is the random variation of the packet inter-arrival
time at the destination. Jitter can be many tens of millisec-
onds in 802.11. A jitter buffer at the receiving end can control
a trade-off between speech quality and delay.

End-to-end packet delay is the difference between the
packet transmission time at the source and its reception time
at the destination. The limit on this delay varies with different
applications. The end-to-end packet delay is a major compo-
nent of the total voice delay between the time a voice sound
element is spoken and the time that sound is heard at the re-
ceiving end. Other components include encoder and decoder
processing delay and jitter buffer delay. The maximum ac-
ceptable voice delay for a two-way conversation may range
from 80 ms to 400 ms depending on the degree of degradation
deemed acceptable.

3. Related Work

3.1. Network Protocols

With the expanding interest in WLANs, there has been a
great deal of effort to support voice over these networks. The
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most efficient way to transmit voice data is to employ a reser-
vation scheme at the MAC layer that guarantees delay and
bandwidth. Many different reservation schemes have been
studied to enable speech or multimedia transmission [5–9].
Moreover, a new standard, IEEE 802.11e, is under develop-
ment to support delay-sensitive applications for Quality of
Service (QoS) with multiple managed levels of QoS for data,
voice, and video applications [10].

Furthermore, in MANETs, QoS mechanisms have been in-
corporated by extending the routing protocol to assure certain
QoS requirements. Many multiple path routing protocols have
been proposed for real-time communications because they de-
crease the number of route discoveries and eliminate route dis-
covery latency after link breaks by making use of the availabil-
ity of multiple path in a MANET.

There are many multiple path routing protocols for
MANETs, such as Ad-hoc On-demand Multipath Dis-
tance Vector (AOMDV), Ad-hoc On-demand Distance Vec-
tor Backup Routing (AODV-BR), Dynamic Source Routing
(DSR), Split Multipath Routing (SMR), and Zone Routing
Protocol (ZRP), etc. [11]. In general, these protocols are de-
signed for different applications in different networks, such as
load balancing, or power awareness in heterogeneous or ho-
mogeneous wireless networks.

3.2. Speech Coding

Over the years, highly effective speech compression algo-
rithms have been developed with increasing sophistication. A
large number of speech coders have been standardized for var-
ious applications. Generally, for wired VoIP applications and
telephone bandwidth input speech, the ITU G.711 standard at
64 kbps is used when the relative traffic load is expected to be
low. For higher traffic wired VoIP networks, G.729 at 8 kbps
is widely used with very good speech quality. There is also
an extensive set of speech coding standards for cellular net-
works such as the Adaptive Multi-Rate Narrowband (AMR-
NB) speech coder standardized by ETSI in 1998. More re-
cently, the AMR-WB speech coder [12] was selected by the
Third Generation Partnership Project (3GPP) for GSM and
WCDMA and the same algorithm was adopted by the ITU
as Recommendation G.722.2. Most recently for CDMA 2000,
the variable multi-rate wideband (VMR-WB) coder was stan-
dardized and includes limited interoperability with AMR-WB.

In addition to these standards, recent studies have been di-
rected to multiple description (MD) coding as well as scalable
coding (SC) of speech [13]. MD coding offers an interesting
way to cope with packet loss and transmission erasures, while
SC has potential for effective communications in a heteroge-
neous multimedia network. Two SC speech standards exist,
namely G.727 (ADPCM) and MPEG-4 speech coding tools.
However, no MD speech coder has yet been standardized.

4. Speech Coding Techniques for MANETs

A number of techniques are available in cellular and VoIP
to provide different QoS levels. For example, multiplexing has
been used to improve the link quality of the wireless downlink
in a centralized system. Unequal error protection is used in
cellular systems for efficient communication by exploiting the
speech bit stream structure. Some of these techniques can be
applied to MANETs to help achieve stringent QoS specifica-
tions.

For MANETs, the choice of speech coding technique de-
pends on network conditions and the quality requirement of
the underlying application. At this stage, it is advantageous
to make use of existing speech coders. For instance, G.711 is
adequate when the network is lightly loaded and it offers very
good telephone speech quality. Alternatively, a low bit rate
coder such as AMR-NB can be beneficial [14], since its bit
rate can adapted to suit channel conditions, and a seamless in-
terconnection between a wireless LAN and a wireless cellular
system is possible.

To further address QoS requirements in MANETs, we have
been studying both MD and SC speech techniques since both
schemes show promise for adaptive and robust real-time mul-
timedia communication over lossy networks. Both these tech-
niques, while distinct from one another, offer the possibility of
improving the quality of the received and reconstructed speech
by transmitting subsets of the speech data over different paths.

4.1. Selective Error Checking

The MAC layer of 802.11 includes a CRC check on all
bits in the MAC frame. However, many of the speech bits
in a packet can tolerate errors while other bits are critical
for effective recovery of the speech. Hence, retransmissions
and dropping of MAC frames can be reduced by limiting the
CRC to the headers and the more sensitive part of the speech
data. This technique, called selective error checking (SEC),
has been simulated at UCSB with the AMR-NB coder. The
results have shown that SEC substantially improves the net-
work performance and the speech quality.

4.2. Multiplexing Multiple Voice Channels

As discussed earlier, the high ratio of overhead to payload
in a voice packet causes a very inefficient use of bandwidth.
In recent work at UCSB, we have studied a way to reduce or
avoid this inefficiency. Multi-channel speech data arriving at a
node is multiplexed into a single packet with connection ID in-
formation in the payload indicating which segment is destined
for which neighbor. The mapping between such connection
IDs and the neighbor for which the segment is intended can
be updated at regular intervals whose lengths depend on the
rate of network topology changes. This allows a time segment
of multiple voice conversations to be efficiently carried on a
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single packet over that part of the route that they have in com-
mon. Later, these segments may be split and continue to their
destination in separate packets.

Although the packet collision rate increases as a packet size
increases due to multiplexing, there is nevertheless a signifi-
cant reduction in the overall rate of collisions in the network.
The relative overhead due to the header is reduced, and each
node sends fewer (but larger) packets, thus relieving the bur-
den on the MAC layer. With multiplexing in 802.11, the rate
of packet generation per node is reduced due to multiplexing,
thereby reducing collisions; On the other hand, the size of each
packet is increased by multiplexing, thereby increasing colli-
sions. The former effect is dominant when the payload size
is small compared to the header size, since the increase in the
overall packet size due to multiplexing is small. We note also
that the performance of multiplexing can be improved by use
of a repetition code or MD coding.

4.3. Multiple Description Speech Coding

An MD coder produces multiple descriptions, i.e., two or
more coded bit streams, from a given source signal as shown
in Fig. 2 for two descriptions. Each bit stream independently
represents a “coarse” description of the source (e.g., output
1 or output 2 in Fig. 2), while multiple descriptions jointly
convey a “refined” source representation (output 0).

output 1

output 2

output 0
input

Encoding 1

Encoding 2

Decoding 1

Decoding 0

Decoding 2

Figure 2. A multiple description coding scheme.

Generally, there are two approaches to designing MD
coders. One approach is to constrain the performance of the
joint description and then attempt to minimize the distortion
of the individual descriptions for a given constraint on their
bit rates. Another approach is to constrain the performance of
the individual descriptions and then attempt to minimize the
distortion of the joint description for a given constraint on its
bit rate. A key issue in designing MD coders is to effectively
minimize redundancy between the two descriptions while try-
ing to minimize distortion in the individual descriptions, or to
effectively minimize distortion in the individual descriptions
while trying to minimize distortion in the joint description.

Both approaches have advantages depending on the trans-
mission conditions. If both descriptions are received most of
the time, a high quality from the joint description is of prime
importance. If only one description is frequently received, it is
more important to obtain good quality from a single descrip-
tion even if the quality of the joint description is compromised.

While some practical MD coders have been developed for im-
age and video, relatively little attention has been given to MD
speech coding. Some notable efforts for MD speech coding
are reported in [15–19].

MD speech coding is a promising approach to transmission
of packetized speech in MANETS. The availability of multi-
ple paths in MANETs and the severe network operating condi-
tions both suggest that MD coding can be beneficial. MD cod-
ing increases the likelihood that at least one description of any
particular speech segment reaches its destination while avoid-
ing extra delay due to retransmissions under severe network
conditions.

Recently, we developed an MD speech coder based on
AMR-WB for MANETs, where the MD speech coder is em-
ployed during severe channel conditions. The MD coder splits
the bit stream of the AMR-WB coder into two redundant sub-
streams by directly selecting overlapping subsets of encoded
data generated for each frame. The sub-streams can then be
transmitted in separate packets and on different network paths.
When both sub-streams arrive at the decoder, an output iden-
tical to that of AMR-WB is recovered. If only one sub-stream
arrives at the decoder, degraded but still acceptable speech
quality is obtained. Our simulation results showed that the MD
coder is beneficial for reliable voice communication under se-
vere channel conditions in MANETs. Therefore, an MD coder
with an AMR coder offers the promise of making effective use
of the channel capacity and providing reliable end-to-end con-
nections for voice communication in MANETs.

4.4. Scalable Speech Coding

Scalable speech coding consists of a minimum rate bit
stream that provides acceptable coded speech quality, along
with one or more enhancement bit streams, which when com-
bined with a lower rate coded bit stream, provide improved
speech quality. Usually, scalability is implemented in a lay-
ered structure, shown as Fig. 3.

Encoding 1

Decoding 1

Encoding 2 Decoding 2

Decoding 1
Core output

Refined Output

Input

Figure 3. The typical diagram of scalable speech
coding system.

Scalable speech coding has a number of advantages. For
example, it allows service interworking. Using a scalable ap-
proach, users can receive different quality versions of the same
source according to available bandwidth. It also offers flexi-
bility for error protection. The high-priority information can
be transmitted over a more reliable transmission path or using
an unequal error protection of the core and the enhancement
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layers. Moreover, it provides an effective encryption option in
wireless networks, where only the core bit stream is encrypted.

Scalable coding is attractive for MANETs due to the diver-
sity of the network resource. We suggest applying the lay-
ered bit streams of scalable speech coding in MANETs in
two ways: either all layers in one packet or each layer for
one packet. In either case, the enhancement bit streams can
be added on or dropped off according to network conditions
such as power, bandwidth, or quality requirement. Therefore
scalable coding offers the flexibility to utilize the network re-
sources.

Recently, a new application of scalable coding is discussed
to secure voice communication, where only the core bit stream
of the data stream is encrypted. The remainder of the data
stream is sent in the clear, as shown in Fig 4. It is shown that
encryption of the core layer only is sufficient to ensure a high
level of protection against eavesdroppers, thus significantly re-
ducing the signal processing power needed for encryption and
decryption in comparison to encryption of the full bit stream.

Speech

enhancement bit stream

core bit stream

Encryption DecryptionScalable 

Encoding
Scalable

Decoding

Output

Figure 4. Scalable coding with selective
encryption.

5. Summary and Conclusions

Supporting speech over MANETs requires new speech cod-
ing techniques as well as modified network protocols that ex-
ploit the characteristics of speech and often leverage these
techniques. MD and SC are attractive schemes to suit the
changing channel conditions on a multi-hop time-varying net-
work. MD speech coding provides a way to achieve reliable
transmission without increasing delay. Scalable coding offers
flexible use of available network resources and a simple way
to enable voice privacy. Selective error checking is a simple
MAC layer modification to enhance performance and multi-
plexing multiple conversations enhances performance by re-
ducing collisions. These techniques as well as other new di-
rections show promise but need much further study to achieve
adequate QoS on MANETs.
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