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ABSTRACT

Multimedia transmission over wireless local area networks is
challenging due to the varying nature of the wireless chan-
nel as well as the inherent difference between multimedia
and data traffic. In the MAC layer, a single bit error in
the packet can lead to the entire packet being discarded.
This results in a higher packet error rate for larger payload
sizes. Retransmission due to packet errors causes the con-
tention window to double, and this leads to a decrease in
throughput if the wireless channel does not improve for the
retransmitted packets. Hence, throughput is a function of
packet payload length as well as the maximum number of
allowable retransmissions. In this paper, we investigate the
effect of payload length adaptation and retransmissions on
the throughput and capacity of multimedia users. Numeri-
cal results and simulations reveal that careful payload adap-
tation significantly improves the throughput performance at
low signal to noise ratios (SNRs). It is also observed that
excessive retransmissions reduce the effective throughput,
thereby decreasing the capacity of multimedia users in the
presence of data users. Since multimedia traffic is more la-
tency constrained and less error constrained, by carefully
selecting the payload length and maximum number of al-
lowable retransmissions based on the channel conditions, a
greater number of multimedia users can be supported.
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1. INTRODUCTION

Wireless local area networks (WLANS) are rapidly becom-
ing part of the network infrastructure. These networks were
primarily designed for data applications; however, there is
great interest in conversational voice and video communi-
cations (two-way) over WLANS. Since present wireless net-
works were designed for data traffic, efficient multimedia
communication over wireless LANs is not straightforward.
Despite the low bandwith profile of voice traffic, coexis-
tence of voice with data traffic leads to dropping calls and
poor quality even with quality of service (QoS) features en-
abled [1].

In this paper, we investigate the effect of payload length
variation for multimedia traffic on the effective single-user
throughput under different channel conditions. We observe
that dynamic adaptation of payload length with channel
conditions can significantly improve throughput performance.
An early investigation of the effect of payload size on through-
put was conducted in [2]. Rate adaptation using a theoret-
ical framework to evaluate the throughput has been inves-
tigated in [3]. We extend the above results by presenting a
simple theoretical scheme that takes into account the tight
coupling between payload length and data rate as well as
the various protocol overheads. The scheme is then used
to maximize the single-user throughput based on the chan-
nel conditions. Our theoretical formulation allows the pay-
load length to be varied continuously over a wide range and
we provide a mathematical framework to dynamically adapt
the payload length to maximize the throughput for additive
white Gaussian noise (AWGN) channels. Our results in-
dicate that both the payload length and the data rate are
dependent on the channel under consideration. In particu-
lar, for a specified signal to noise ratio (SNR), we observe
there is an optimal data rate and payload length that max-
imizes throughput. We validate our theoretical results by
performing simulations using the Qualnet simulator [4].

In addition to payload length, the IEEE 802.11 overhead
and retransmission scheme can have a significant effect on
the number of multimedia users supported. Voice and video



communications are latency constrained while data traffic
cannot tolerate bit errors. Thus, retransmission schemes
aimed at minimizing packet losses can reduce the overall
throughput. We study the impact of retransmissions under
different scenarios. It is observed that in a lossy environ-
ment where packet losses are caused by bit errors in the
packet, retransmissions result in a decrease in throughput
if the wireless channel does not improve for the retransmit-
ted packet. However, retransmissions result in a decrease in
packet loss rate. Thus, a retransmission scheme can be de-
vised which, instead of minimizing packet losses, can allow
a certain fraction of packets to be lost (based on the ap-
plication) thereby leading to a higher throughput. We also
observe that in a heavily loaded network consisting of mul-
timedia and data users, controlling the maximum number of
allowable retransmissions per traffic class results in the sup-
port of more multimedia users at the expense of data users.
We investigate the impact of payload length and retrans-
missions because these parameters do not require a change
in the MAC protocol and hence can be used with exist-
ing WLAN products. Moreover, our scheme can be used
in addition to the QoS enhancements applicable for IEEE
802.11e.

The paper is outlined as follows. In the next section,
we provide a brief description of the simulation setup. In
Section 3, we provide a theoretical model to evaluate single-
user throughput in 802.11a networks. Using the theoretical
model, we plot effective throughput as a function of pay-
load length for different data rates under different channel
conditions. We validate our theoretical scheme with net-
work simulation results. Section 4 investigates the effect
of retransmissions on throughput. It is shown that in a
lightly loaded network where packet losses are caused pri-
marily by bit errors and where the wireless channel does
not change significantly, retransmissions reduce the over-
all packet loss rate but also reduce the effective through-
put. Conclusions and future work are presented in Sec-
tion 5.

2. EVALUATION ENVIRONMENT
OVERVIEW

Our experiments were conducted using the Qualnet sim-
ulator and used IEEE 802.11a at the MAC layer. Two net-
work configurations were used for the simulations - a single-
user network with one user connected to an access point,
and a multi-user network with many users connected to a
single access point. The first configuration represents a net-
work with no packet collisions; packet loss is entirely due
to the channel loss. The second setup represents a net-
work with packet loss due to both collisions and channel
loss. Simulations were done in a homogenous network with
only multimedia users as well as a network that consisted of
both multimedia and data users. The data user application
consisted of FTP traffic while the multimedia traffic was 64
Kbps constant bit rate UDP traffic.

3. EFFECT OF PAYLOAD LENGTH ON
THROUGHPUT

In this section we present a mathematical framework for
single user throughput optimization by varying the payload
length. We provide an integrated framework for link adapta-
tion by considering various physical and MAC layer adapta-

tion parameters. In particular, we show an adaptive frame
length transmission algorithm that can be used to select
an optimal payload size and data rate to maximize user
throughput. We also show the dependency of throughput
on payload length by peforming Qualnet simulations. We
observe that the simulations closely match the theoretical
results.

We define throughput as the number of payload bits per
second received correctly. For simplicity of analysis, we con-
sider the effects of payload variation in additive white Gaus-
sian noise (AWGN) channels and assume that the acknowl-
edgements from the receiver are error-free. We also assume a
linear mapping between received signal strength (RSS) and
SNR as in [5]. Thus based on the RSS of the ACK frames
from the access points, the mobile station can estimate the
SNR at the receiver. Throughput corresponding to PHY
mode m in IEEE 802.11a is given by:

L

Tm = 1—en

# Ry P (7, L) (1)
where,

L: payload length in bits,

Co: header and DCF overhead corresponding to rate ‘m’ in
bits,

R,,: data rate corresponding to PHY mode m,

P*(): packet success rate (PSR) defined as the probability
of receiving a packet correctly corresponding to PHY mode
m

~vs: SNR per symbol.

Cr, encapsulates both header overhead and CSMA/CA in-
terframe spacing. The time delay is converted to bytes for
the purpose of optimization by the following expression:

Cm = Rm k Tho (2)

where R,, is the transmission rate corresponding to PHY
mode ‘m’ and T}, is the total protocol overhead. Th, can
be evalauted as in [3].

We have assumed hard-decision Viterbi decoding at the
receiver. For a packet L bits long, the probability of packet
error can be bound by [6]:

PM(L,vs) <1—(1— P (vs)" (3)

where P () is the union bound of the first-event error prob-
ability corresponding to PHY mode m [7] and is given by:

PJ”(%) = Z ad - Pd(’YS) (4)
d=d;pee

Here, dfree is the free distance of the convolutional code
selected in PHY mode m, and a4 is the total number of error
events of weight d that can be obtained from [7]. For hard-
decision decoding with probability of bit error p, Py(vs) is
given by

Shearnyz () " (L= p)*F if dis odd

% ) (ddZ) p'? (1- P)d/2

+ Zk:cl/2+1 (Z) ot (1- P)d_k if d is even
(5)

The bit error probability p computation for AWGN for the
various PHY modes in IEEE 802.11a is described in [3].

Pa(vs) =



The packet success rate (PSR) is given as:
P;n(’ySaL):l_Pgn(L775) (6)

where L is the packet length including the various overheads
in bits.

In order to find the optimal payload length L*, we assume
the payload length L varies continuously. Differentiating
Eq. (1) with respect to L and setting it to zero with packet
success rate given by Eq. (6), the optimal payload length at
a given SNR is:

C 1 4xC
(Wl 2 _ _ Frm
L 2 * 2\/Cm log(1 — P (7s)) @)

Some key assumptions in our model are single transmis-
sion and no losses due to collisions, i.e. packet losses are
caused only by bit errors in AWGN and transmissions of
acknowledgments are error free.

The variation of throughput with payload lengths at dif-
ferent SNRs for 6 Mbps and 9 Mbps over an AWGN chan-
nel using the theoretical analysis as well as Qualnet simu-
lations is shown in Figs. 1 and 2, respectively. We varied
the payload lengths from 1-2000 bytes and added 40 bytes
of RTP/UDP/IP header used for multimedia traffic. The
plots show that there is an optimal payload length and data
rate corresponding to the received SNR for throughput max-
imization. This is quite intuitive since at a given SNR, in-
creasing the data rate, i.e. the bits per constellation or pay-
load length, initially causes an increase in throughput. How-
ever, beyond an optimum throughput value (packet length),
a higher packet error rate (Eq. (3)) results in a decrease
in throughput. It should be noted that at SNRs in the
range of 1.5-3.5 dB, only PHY mode 1, corresponding to
6 Mbps, is used. The higher data rates are not evident in
the plot since the packet error rates at these higher trans-
mission rates cause the effective throughput to be very close
to zero. The optimal payload length using the theoretical
model obtained at an SNR of 2 dB is approximately 300
bytes, corresponding to an effective throughput of 2.5 Mbps.
Using a payload length different from the optimal value has
a significant impact on throughput. For instance, the effec-
tive throughput achieved at an SNR of 2 dB in AWGN using
a 20 byte payload is 0.6 Mbps, and with a 2000 byte payload,
it is around 0.4 Mbps. Using Qualnet simulations at 1.5 dB,
we observe that the optimal payload length is around 400
bytes corresponding to a throughput of 2.25 Mbps. It is
interesting to note that the actual throughput obtained is
significantly lower than the supported data rate of 6 Mbps.

The effective throughput obtained using the theoretical
model is very close to that obtained by simulations. As can
be seen from Figs. 1 and 2, there is a 0.5 dB difference in
the channel SNR between the theoretical results and those
obtained by simulation. For instance, Fig. 1 shows that
the throughput vs. payload variation obtained at a 2 dB
SNR using the theoretical model is similar to that obtained
from simulation at an SNR of 1.5 dB. This difference can be
attributed to the upper bound in Eq. (3).

A proper selection of data rate along with the payload
size is crucial for maximizing spectral efficiency. Constant
selection of the lowest data rate, say 6 Mbps using BPSK
with rate 1/2 convolutional coding, is too conservative an
approach, wasting system resources, while selecting a much
higher data rate can cause a severe degradation in overall
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Figure 1: Throughput versus payload length at 6
Mbps in AWGN channel.
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Figure 2: Throughput versus payload length at 9
Mbps in AWGN channel.

throughput. Another interesting observation is that the re-
gion of optimal payload length is very narrow at low SNRs
and using different payload lengths leads to a significant
lowering of effective throughput. We observe from Figs. 1
and 2 that there are relatively sharp peaks in throughput
for lower SNRs while a more gradual transition is observed
for higher SNRs. For the 2 dB case in Fig. 1, there is a small
range of payload lengths around 300 bytes that can be se-
lected for optimal performance, whereas for the 5.5 dB case,
there is a much broader range of payload lengths around 650
bytes. This suggests that the payload length adaptation is
more crucial at lower SNRs. The impact of payload length
adaptation and rate adaptation in Rayleigh and Nakagami
fading channels is discussed in [8].

The variable payload scheme discussed can be used to
maximize the number of voice and video users supported at
different channel conditions. The lower payload lengths of 80
and 160 bytes correspond to 10 ms and 20 ms G.711 frames,
respectively, while the higher payload lengths of 200 to 2000
bytes correspond to low bit rate video applications. The
number of bits consumed by each frame of a video sequence
depends heavily on the video context. The first frame of each
scene (Intra-coded, or I frame) usually needs many more bits
than the following frames (predicted, or P frames). The
ratio varies from about 1.5 for high motion videos to as high
as 100 for low motion videos. The typical size of P-frames
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Figure 3: Throughput versus payload length at an
SNR of 2 dB with 6 Mbps data rate using the the-
oretical analysis.

varies from 100 to 2000 bytes for low bit rate videos. In
the next section, we vary the payload length for 64 Kbps
multimedia users and study the impact on the capacity of
multimedia users with a varying number of retransmissions.

4. EFFECT OF RETRANSMISSIONS ON
THROUGHPUT

In this section, we extend the analysis of the previous sec-
tion to incorporate the effect of the IEEE 802.11 retransmis-
sion limit on throughput and capacity. We observe that the
use of retransmissions in a lossy environment reduces packet
loss but can lead to a decrease in the effective throughput.
Since multimedia traffic can tolerate a certain amount of
packet loss (typically 5-10%), the selection of an appropriate
retransmission limit can significantly increase the effective
throughput. We investigate the use of selecting different re-
transmission limits for multimedia and data users in a mixed
traffic scenario and observe its effect on the capacity of the
network.

Let the instantaneous packet error rate (PER) for a pay-
load size of L bytes at a given SNR s and PHY mode m be
given by P[*(L,~s) and Npmqz be the maximum number of
allowable retransmissions. In order to meet the packet loss
requirement, the overall packet loss after Ny,q, retransmis-
sions should be less than the packet loss threshold Parax:

PIM(L,ys)M et < Parax (8)

The effective throughput after N,,q. retransmissions (under

the assumption of an identical wireless channel for retrans-

mitted packets as original transmissions) can be evaluated

as:

L (1= PP (L, y0)¥mert) .
E[Time] )

T(m) =

E[Time] is the expected packet transmission time for Npaz+
1 transmissions and can be approximated as:

N7naw+1

E[Time] = Y PM(LoAs)" Y« (1= PM(Ls) + T
=1
+(PI(L,ys)) N Ty (10)

where T is the time taken to successfully transmit a packet
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Figure 4: Throughput versus payload length at an
SNR of 1.5 dB with 6 Mbps data rate using Qualnet
simulations.

after ¢ transmissions and Tfqq is the time spent in Nmaz
unsuccessful retransmissions.

IEEE 802.11 utilizes retransmissions to reduce unicast
packet loss in the wireless medium. The retransmission limit
thus affects the packet loss in the medium. However, every
transmission attempt that results in a loss causes an expo-
nential increase in the contention window size. We show
that in a network with little packet loss due to collisions
(few users connected to an access point), decreasing the re-
transmission limit can provide significant throughput gains
at the expense of packet loss in the medium. Multimedia ap-
plications, such as voice and video streaming, can typically
tolerate 5-10% packet loss while still maintaining acceptable
quality. Thus an appropriate choice of retransmission limit
can provide throughput gains. However, as the number of
users increases, decreasing the retransmission limit provides
little or no gain in throughput and can lead to intolerable
packet loss in the network. We analyze the impact of set-
ting different retransmission limits at multimedia and data
users and show that the multimedia user capacity depends
on the retransmission limit at a given data rate. Significant
gains in the multimedia user capacity can be obtained with
an appropriate choice of retransmission limit.

We first analyze the impact of the IEEE 802.11 retrans-
mission limit on the throughput obtained in a single-user
network. Since the network has a single user, there are no
collisions and the packet loss is entirely due to channel condi-
tions. The effective throughput vs payload length for differ-
ent retransmission limits using the theoretical analysis and
simulations are shown in Figs. 3 and 4, respectively. Fig. 5
shows the loss variation using different retransmission lim-
its for a data rate of 6 Mbps at an SNR of 1.5 dB obtained
by simulations. As seen in Fig. 4, there is a gain of up to
20% in throughput with a lower retransmission limit in a
lossy channel (1.5 dB). This is because each loss results in
an exponential backoff until the packet is either successfully
delivered or the retransmission limit is reached. With a low
retransmission limit, there are fewer backoffs and hence less
idle time in the medium. This results in more packets trans-
mitted per unit time. However, there is a trade-off between
the throughput and loss. The gain in throughput is at the
expense of packet loss in the network. Fig. 5 shows the loss
at different retransmission limits. With no retransmissions,
the loss rate is high and can be intolerable to many ap-
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Figure 6: Throughput versus payload length at an
SNR of 8 dB with 18 Mbps data rate.

plications. However, voice and video streams are likely to
be able to tolerate some loss. Fig. 5 also shows that for a
given payload length used by the application, an appropri-
ate retransmission limit can be chosen to suit the application
requirements and obtain the highest throughput in the net-
work. The network can thus obtain higher throughput with
the use of a low retransmission limit that meets the packet
loss constraint of the application. The payload length also
determines the gain in throughput obtained. At very small
payload lengths (under 100 bytes), there is little gain in
throughput obtained with a low retransmission limit.

The above experiments were carried out with a fixed trans-
mission rate. When the network is using rate adaptation,
a less conservative retransmission scheme that allows a cer-
tain amount of packet loss can benefit the network. An
application-aware rate adaptation scheme that operates at
higher rates even in presence of packet loss, as allowed by
the application, can provide even more significant gains in
throughput.

Figs. 6 and 7 represent the throughput and loss variation
of a single-user network at an SNR of 8 dB with 18 Mbps.
In this scenario, there is little difference in the throughput
obtained with different retransmission limits. Thus, the re-
transmission limit plays little role in a network with low
loss. However, note that the experiments were carried out
in a collision-free environment. The same experiment was
repeated in a network with 50 users. It was observed that be-
yond the capacity limit, the maximum achievable through-
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Figure 7: Loss versus payload length at an SNR of
8 dB with 18 Mbps data rate.
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Figure 8: Capacity gain with 1 data user in the net-
work (SNR is 8 dB and data rate is 6 Mbps).

put with different retransmission limits is approximately the
same. However, the loss in the network with no retransmis-
sions is as high as 10-15%, while the loss in the network
with a retransmission limit of three or greater is 0%. This
highlights the importance of a higher retransmission limit in
a network operating under load with many users.

We next analyze the impact of different retransmission
limits for data users and multimedia users. We consider
a mixed user network, with data users running FTP and
multimedia users running a constant bit rate stream of 64
Kbps. Data transfer applications such as FTP cannot toler-
ate any loss, and thus any loss at the MAC layer results in
end-to-end retransmissions at the upper layer (TCP). Since
end-to-end retransmissions are expensive, we use the high-
est retransmission limit at the MAC layer for data users.
Multimedia applications such as voice and video streaming,
however, can tolerate some loss in the network. The toler-
able loss is specific to the application and depends on the
codec used. Assuming the tolerable limit to be 10%, we
study the impact of varying the retransmission limit at the
multimedia users on the capacity of the network.

Figs. 8 and 9 show the capacity results for multimedia
users with one and five data users, respectively. The num-
ber of multimedia users supportable with an average loss of
less than 10% represents the capacity of the network. As
seen in Fig. 8, in a network with a single user running an
FTP application, the capacity variation with different re-
transmission limits at multimedia users is minimal. How-
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ever, with five data users in the network, as seen in Fig. 9,
there is a significant gain in capacity with the use of a lower
retransmission limit at the multimedia users. With a pay-
load size of 1000 bytes, there is a 50% gain in capacity if no
retransmissions are allowed compared to setting a retrans-
mission limit of 4 or higher. With a lower retransmission
limit at the multimedia users, there are fewer exponential
backoffs, and thus there is prioritized channel access for the
multimedia users over the data users. This is at the cost of
packet loss, which is assumed to be tolerable up to 10% for
these users. As mentioned earlier, these experiments were
carried out for fixed data rate, and the choice of retransmis-
sion limit depends on the data rate chosen. A rate selection
scheme that adjusts the retransmission limit appropriately
for different users can provide significant capacity gains for
the multimedia users.

We now examine the impact of different retransmission
limits on the throughput of data users. Fig. 10 shows the im-
pact of varying the retransmission limit for the multimedia
users on the throughput of data users for a payload length
of 1200 bytes and a data rate of 6 Mbps. The number of
multimedia users supported at different retransmission lim-
its is as follows: 31 multimedia users with a retransmission
limit of 3, 32 multimedia users with a retransmission limit
of 2, 35 multimedia users with a retransmission limit of 1,
and 43 multimedia users with a retransmission limit of 0. As
observed in Fig. 10, the capacity gain of multimedia users
with lower retransmission limits is at the expense of the
throughput of the data users.

It is thus clear that setting an appropriate retransmission
limit results in the support of more multimedia users in the
network. This comes at the expense of the throughput of
data users and depends on the allowable packet loss by the
multimedia stream. The retransmission limit selection de-
pends on the data rate and the current channel loss in the
network. The selection of this limit can be integrated with
the data rate selection to suit the application requirements
in terms of latency and loss.

5. CONCLUSIONS

In this paper, we explore schemes to improve the effective
throughput of multimedia users over a wireless link. Care-
ful adaptation of PHY and MAC layer parameters, namely,
data rate, payload length and maximum number of allow-
able retransmissions has a significant impact on the effec-
tive throughput. Varying the data rate and payload length
based on the channel conditions can significantly improve
the effective throughput, thereby leading to a greater num-
ber of supported multimedia users. We also observe that
by controlling the maximum number of retransmissions, a
greater number of multimedia users can be supported in the
presence of data users.
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