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Abstract

A key feature of wireless mesh networks is that multiple petedent paths through the network are available.
Multiple descriptions coding is often suggested as a socwding scheme to take advantage of this path diversity.
We compare multiple description (MD) coding with path daigr (PD) against a full-rate single description (SD)
coder without PD, and two simple PD methods of 1) repeatingl&rate SD coder over both paths and 2)
repeating the full-rate parent SD coder over the two pathes fiv§t present a theoretical analysis comparing the
average distortion per symbol in packetized communicatising the above mentioned MD and PD methods
to transmit a memoryless Gaussian source over additiveewbdéussian noise channels. Next, using two new
MD speech coders with balanced side descriptions derived the AMR-WB and G.729 standards, we evaluate
delivered voice quality using PESQ-MOS and compare MD agdigainst the PD methods for random and bursty
packet losses. Both the theoretical analyses and the spedaly experiments show that with packet overheads,
the simple PD methods may be preferable to MD coding. A neviopmance measure that incorporates both

quality and bit-rate is shown to account for the tradeoffgerexplicitly.

. INTRODUCTION

Wireless mesh networking is a promising technology to mteMow cost wireless coverage over wide areas.
A wireless mesh network [1] (WMN) consists of fixed nodes (mesuters) and mobile nodes (mesh clients).
The mesh clients can also forward packets of other cliergs the clients also form an ad-hoc network with
nearby clients and routers. Because of their ease of degloly'MNs are projected as a solution for broadband
home networking, enterprise networking and emergencwtiitas. With growing usage of Voice over Internet
Protocol (VolP) over 802.11 WLANS, wireless mesh networks also promising for voice communications.

Voice communications over IEEE 802.11 based WMNSs is chgitenbecause the 802.11 standard is designed
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primarily for non-real time transfer of data. IEEE 802.11 ®4rotocols are designed to minimize collisions
and depend on retransmissions to ensure successful tesiemiirrespective of the delay incurred by the packet
or the number of voice calls supported. Interactive voiceartwinications cannot tolerate large delays (one way
end-to-end delay, as specified by the ITU-T recommendatidi4; should be under 200 ms for users to be “very
satisfied”) and in multi-hop communications, delays ocduwrach node due to MAC, physical, and network layer
protocols. Further, voice quality is affected by packeséssdue to bit errors in the wireless channel. The mesh
network architecture provides increased robustness bwialyy transmission over multiple paths. We look at this
key feature of WMNSs and investigate multiple descriptionliog as a solution to use multiple paths efficiently.

Using a path diversity scheme not only improves fault toleeabut also reduces overall packet losses and
end-to-end delays. However, sending multiple copies ofsdime packet is inefficient usage of bandwidth. To
improve bandwidth efficiency, a source coding diversity moelt such as multiple description (MD) coding can
be used along with path diversity. In MD coding, multiple cgstions/bit-streams of the source are created in
such a way that each description can be used to reconstrisbtirce with acceptable quality and two or more
descriptions can be combined to give a better quality recacison.

Path diversity has been proposed for increased bandwidthnaproved end-to-end connection robustness for
video transport over wireless networks in [2], [3]. The authin [2] compare MD coding and layered coding
(LC) when used with path diversity and observe that MD codmngreferable when the paths are symmetric,
while in [3] the authors conclude that LC does better only mkiee base layer can be transmitted error free or
with very low error rates. Path diversity has been shown te Isignificant benefits over conventional single path
transmission in terms of reduced packet loss rate and inepreideo quality for wireless video transmission in
[4].

While MD coding has been successful for some video and impgécations, voice communications has two
distinctive characteristics that distinguish it from ineagand video. First, since voice communications is usually
two-way and latency constrained, the payload sizes are sl compared to the transmission of video and
still images. Second, the standardized codecs for mangwammmunications applications use block-based code
excited linear predictive coding (CELP), and it is diffictdt obtain balanced side descriptions that perform well
at rates near half the full rate with these codecs. The snagllopd sizes can cause MD coding to lose much
of its rate advantage when packet overheads are includethefuthe quality produced by the half rate side
descriptions of the standardized CELP codecs is oftenivelgtpoor, so having only one description available
does not provide acceptable performance.

The performance of the MD coding when the two descriptiomssant over independent symmetric paths is
compared against transmitting a full-rate single desomp{SD) coder without path diversity and two simple path
diversity methods of 1) repeating a half-rate SD coder (seced a bit rate about the same as each description
of the MD coder) and 2) repeating the full-rate parent SD caner the independent paths. We begin with a

theoretical analysis of the problem considering packdt@@mmunication of Gaussian sources with source rate



dependent packet losses in the channel (to capture thegabogth dependence), including the effect of packet
overheads on the efficiency of these methods [5]. Then weeptesxperimental results for a similar scenario
using MD speech coders. We developed two new MD speech codess [6] based on the AMR-WB codec [7],
[8] and the other [9] based on G.729 [10]. These coders cteatgescriptions of equal rate from the bit-stream
of a standard single description (SD) coder. The rate of easlkription is about half the rate of the parent (SD)
coder.

The widespread availability of 802.11 based WLANs and thsspmlity of supporting low-cost wireless
voice communications has motivated significant prior womnkreliable voice communications over 802.11 based
networks. In [11], the authors suggest using multiple fatsgs, path diversity, and packet aggregation to increase
the number of calls supported by a 802.11 mesh network. Lal.df2] suggest using inter-packet redundancy,
path diversity and multiple description coding for reducdelay and improved bandwidth efficiency when
transmitting speech over an ad-hoc network. The varioudlestgies of voice communications over ad-hoc
networks and some possible solutions that include multg#scriptions and path diversity are suggested in
[13]. Most efforts have been toward adapting the 802.11 MAg@et for reducing retransmissions and packet
losses [14]-[16]. Commercial WLAN phones Bpectralink[17] use a priority scheme and zero back-off at the
link layer for transmission of speech packets to minimizegldéor these packets.

A new standard, IEEE 802.11e, has been approved as an enfamicto the 802.11 MAC for providing
different QoS levels for data, voice and video. However,.8028 does not overcome the degradation in voice
guality due to packet losses resulting from noisy commuitinalinks or node failures. Cross-layer solutions
[18]-[20] that involve interaction between the applicatiayer and the MAC or physical layer have also been
suggested.

In this paper, we present a theoretical analysis comparibgavid SD methods with packet overheads taken
into consideration. Classical results comparing souraingpmethods, seldom consider packet overheads. We
also describe two new MD speech coders and present expéalhresults comparing different path diversity
methods for voice communications with a new performancesomeathat combines MOS and effective bit rate.
In Section Il, we present our theoretical analysis of thébfmm of communicating memoryless Gaussian sources
over two independent channels. We compare MD coding agaimgile path diversity methods and also show
how packet headers result in increased average distortidnreduced efficiency of the MD methods. In the
later sections, we see that the experimental results fall@vanalysis presented in this section. Background on
multiple description speech coding is provided in Sectibnlh Sections IV and V, we describe the two new
MD speech coders that we developed. In Section VI, we desthib experiments to find the best path diversity
method suitable for communication under different packes Iconditions and discuss the corresponding results.
We generate packet loss trace files for different types okgtalosses and compare the quality of reconstructed

speech when the corresponding frames are dropped for esthapaeech using packet loss concealment (PLC).



We do not consider retransmissions due to latency contdraird because we do not wish to overload the access
point. As a result, the random packet losses would be dud &rioirs in the packet and the packet being discarded
due to the failure of the CRC. The bursty errors would be cadilmefading or a short term link failure. These
simple models of channel error conditions are adequatégctere of more realistic channels for the evaluation
of MD coding for path diversity in wireless networks. Thefditnt diversity methods considered are compared
with respect to the quality of delivered speech in terms of 3A@nean opinion score) calculated using PESQ
(Perceptual Evaluation of Subjective Quality) [21]. A neerformance measure is introduced in Section VII
that captures the quality of the delivered speech and atdhee dime penalizes the method according to the

bandwidth required to support it. Finally, we summarize oantributions and conclusions.

[I. MULTIPLE DESCRIPTIONS ANDPATH DIVERSITY

In this section, we consider packetized communicationiaf. Gaussian sources over independent, parallel,
additive white Gaussian noise channels. Even in the mostiiel form, speech is modeled as a first-order
autoregressive process but we limit our analysis to merassysources, as the rate-distortion region for multiple
description coding is readily available from literature fbese sources and we hope to be able to make some
good guesses for speech communication using these results.

Since the error mechanism on the channels is bit error rage ptobability of packet loss on each channel
is proportional to the packet size. In such a scenario thatildhfavor methods employing smaller packets, we
illustrate how typical large overheads can result in stgailhe potential advantage of MD methods. We compare
the following four different methods of communication :

1) Single description (SD) code of rate R (bits/symbol) without path diversity: For transmitting the single

description code, we use only one of the available pair dsli(Fig. 2(a)).

2) Multiple description (MD) coding: We consider a two-description coder (Fig. 1), where eadtrijgtion
is of rate R/2 (bits/symbol) and the joint description is of ratB.

3) Path diversity with rate R/2 (bits/symbol) SD code: A single description of the source coded at a rate

R/2 is duplicated over the two available links.

4) Path diversity with rate R (bits/symbol) SD code: A single description code of rat® is duplicated
over the available pair of links (Fig. 2(b)).
Let the source bei.d. Gaussian with zero mean and unit variance and the distonieasured by the squared
error between the source and the reconstructed sample. ddketpdoss rate, when independent bit errors are
introduced by the channel, is given by

p=1-(1-BER) 1)

where L is the packet length in bits and BER is the bit error rate. fhepacket contains a fixed numbar of

symbols and each symbol is coded at an average rafe lmfs per symbol, the packet lengthis now related
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Fig. 1. A two-description coder with each description oer&/2 sent over two independent channels

to R and N as
L (bits/packet) = R (bits/symbol) x N (symbols/packet) 2

A. Multiple Description Coding

The idea of multiple descriptions was posed as a problemimatlyayood descriptions by Gersho, Wistenhausen,
Wolf, Wyner, Ziv, and Ozarow at the 1979 IEEE Information dheWorkshop. The question posed was that if
two individually good descriptions of a stochastic procass sent over an unreliable communication network,
then what is the maximum combined information at the receidegen both the descriptions reach the destination
[22]. References [22]—-[24] give good insights into the aghble rate regions for multiple description codes for
Gaussian sources.

Figure 1 is an illustration of a two-description coder wh#re source is coded into two descriptions of rate
R/2 each and transmitted separately over two independent IWWken only description | (Il) is received, the
distortion is Dy (D), and when both the descriptions reach the receiver, theadetecoder reconstructs the
source with a distortioy. We consider a symmetric coder where each side descrigiohthe same rate and
each gives the same fidelity reconstruction of the source.

1) Two Cases of MD Coding:

a) No Excess Marginal RateThe individual descriptions of rat&/2 are rate-distortion optimal with
distortion D; = 2~® and the lower bound on the distortion for the joint desamipti{D,) of rate R for a
sequence of i.i.d. Gaussian random variables with uniewae and squared-error distortion measure is given by
[23]

o—R
Dy > 33 F 3)
b) No Excess Joint Ratdn this case, the joint description at rakeis rate-distortion optimal withDy =

2721 and the lower bound on the distortion at the side decodersiftbr Gaussian sources is given by [23]

Dy > -(1+271) 4)

DO | =



2) Optimal MD coding: The achievable distortion region for a Gaussian source wiihvariance and a fixed
rate R (R/2 for each description), using MD coding is given by [25]
D, > 27°F ®)

Dy > 27%F (6)
l1+a 1-a 2—2R
- 1 ) (7)

2 2 a

(Do, D1) = (a,

fora €[2728 278/(2 — 2-F] where D, is the distortion at the central decoder abd is the distortion at the
side decoders. For a packet loss ratehe average distortion achieved at the receiver using adwgaription
coder is

Dyp = (1 —p)*Do + 2p(1 — p)Dy + p* (8)

From Egs. (7) and (8), we get [25]

1+a_1—a ) 2—2R 9
2 2 a

Dyp = (1-p)*a+2p(1 — p)( 9)

For eachR and p, we can find the value ofa’ in Eq. (9) that gives the minimum average distortion. This
minimum distortion is only achievable when the sender knavgsiori the packet loss rate and hence can choose
the best MD coding method. This gives us a lower bound on tltouion achieved using MD coding but
practically achieving this lower bound for changipig is not possible when information about the channel is
not known at the encoder.

For MD coding, we consider three cases: 1) the no-excestriti|m case (MD-NJR), 2) the no-excess marginal
rate case (MD-NMR) and 3) the optimal case that gives mininawerage distortion for each value pf(MD-

OPT).

B. Single Description Coding and Path Diversity

The other three methods of communication we consider (ndstio 3, 4 listed in the previous subsection)
involve the use of SD coding. Henceforth, we call an SD colat operates at rate with an optimal distortion
of Dpr = 272F as the full-rate (FR) coder and an SD coder that operate®/atwith optimal distortion
Dyr =2~ % as the half-rate (HR) coder.

The average distortion for each of the communication metttbdt involve an SD coder, with probability of
packet losg is given as follows:

Single description of raté& without path diversity (SD)

Dsp=(1-p)22F +p (10)
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Fig. 3. SNR for the different communication methods consdenvhen source rate is fixed B = 4 and no overheads are added to the
packet payload

Half-rate coder with path diversity (DHR-PD)
Dpur—pp = (1 —p)?27 % +2p(1 — p)2~F + p? (11)
Full-rate coder with path diversity (DFR-PD)

Dprr_pp = (1 —p)227 28 1 2p(1 — p)2721 4 p? (12)

C. Effect of Packet Losses

We show the effect of packet losses on the performance of ehtie communication methods mentioned
above through the SNR obtained at the receiver, where SNEi¢ounit variance Gaussian sources is calculated
as 10 * loglO(D%w) where D,, is the average distortion at the receiver. For our illugiret we pick a rate
R = 4 bits per symbol and assume that each packet cont@ihsymbols, resulting in 80 bits per packet. Such
packet lengths are common in packet based voice commuomeatising low bit-rate codecs such as G.729.

In Fig. 3, we compare the performance of each of the methodslifterent bit error rates in the channel.
DHR-PD ( - x - -) has the worst performance because of the higher distodiche encoder for the half rate

coder and because the SNR for DHR-PD does not increase ebathiflinks successfully deliver packets. SD
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(--O-), MD-NJR (- A -+), MD-OPT (-- % --), and DFR-PD { -0 — ) all give high SNRs at low BERs. This

is because when there are no losses in the channel, SD, MDaNdRDFR-PD should result in essentially the
same distortion due to encoding and MD-OPT should coinciitle the no excess joint rate MD case, MD-NJR.
Observe that DHR-PD and MD-NMR-{---) show very little decrease in SNR at high BERs also. This abse
these methods have duplicay'2 bitstreams on both paths and the SNR at the receiver is atim@stame even

if only one of the links successfully delivers most of the lgats. From Equation (3), for MD-NMR, we can see
that at high rates the best distortion that can be achievétegbint decoder is only half the distortion achieved
at the side decoders. On the other hand we see a consistegasien SNR for SD, because SD completely fails
when the single link carrying the source information faitgldhe distortion at the receiver is maximum. Similarly,
for MD-NJR, if one of the links fails, then the SNR decreasessiderably because the side descriptions are not

optimal. DFR-PD shows only a small deviation in performanseBER increases because of path diversity.



D. Packet headers

In packet based networks, headers are added to each souwket oy other protocol layers to facilitate
communication over the network. Such overheads affect thbgbility of packet lossp, since they increase the

length of the packet. If the number of header bits per packét;i , thenp is given by
p=1—(1— BER)NiHLu (13)

We now investigate the behavior of each of the methods féergint values of.;;. We consider different payload-
header ratiosi{R : Ly) 1 :1,1:2,1:4,1:8. Such ratios typically occur in voice communications over
IEEE 802.11 based WLANSs. For example, each packet sent itrdimsmission of G.729 [10] encoded speech
contains 10 bytes (10 ms of speech) or 20 bytes (20 ms of speéplayload and around 68 bytes of overhead.
Speech encoded with AMR-WB [7] at 12.65 kbps contains 32 (80ofnspeech) bytes of payload and 68 bytes
of overhead per packet, and a G.711 [26] packet contains @0nELof speech) or 160 bytes (20 ms of speech)
of payload and 68 bytes of overhead.

E. Effect of headers on packet losses and distortion

In Fig. 4 we show the SNR plots for different header sizes.dblisthat increasing header sizes worsen the
performance of all the methods. MD-NMR-(+ - -) outperforms MD-NJR (- A - ) at high BERs as expected,
because at high loss rates, only one of the descriptionshesathe receiver for a majority of the time and
individual descriptions are optimal in MD-NMR but not in MB®JR in this case. The performance of MD-OPT
(- - % - -) approaches that of MD-NMR as the BER increases for higheslf L. This is because, aby
increasesp increases and only one of the descriptions reaches thendtisti most of the time. With only one
description reaching the receiver, the best distortion taa be achieved at a rafe/2 is D = 2~ % and this is
exactly what each description of MD-NMR achieves.

Although p for DFR-PD (- — ) is larger than that of all the other methods except SOJ - -), because
of a higher rate on each linkNR + Ly againstNR/2 + Ly for other methods), its SNR is higher than any
of the other methods. The gain due to a higher source rate atmddiversity for DFR-PD is large enough to
overcome a higher packet loss ratelf we compare SD and DFR-PD, there is a difference of aboRitd®
in the SNRs at BERs around)—4, for Ly = 8NR, and all of this gain for DFR-PD can be attributed to path
diversity. The most significant point to note here is thatafhese large headers are added, the effective rate of
DFR-PD @ x (NR + L)) differs from any MD method or DHR-PD (x --) (NR+ 2 x Lg) by only R, and
so for example, whei; = 8N R, DFR-PD requires less than6& increase in bandwidth compared to the MD
and DHR-PD methods. For such a small increase in bandwidéhgain in quality achieved using DFR-PD is
quite significant.

Therefore, we observe that when headers dominate the psiekeetas can occur for voice communications,

the smaller payloads and reduced rate due to MD coding do novide the expected performance advantage



over SD or other path diversity methods. Comparisons betwe theoretical results for memoryless Gaussian
sources presented in this section and the experimentdtgdet speech presented in Sec. VI are discussed in
Sec. VI.G.

[1l. M ULTIPLE DESCRIPTIONSPEECHCODING
A. Background

The initial motivation for multiple description coding opsech was to overcome the problem of link outages
and provide uninterrupted telephone service [27]. One efehrliest multiple description coders for speech was
introduced by Jayant and Christensen [28] for waveform dehe interest in MD coding of speech resurfaced
with the advent of internet telephony in the 1990s, where Midieg was proposed as an efficient solution to
overcome packet losses over the internet. Ingle and Vaigagam [29] extend the approach of simple odd/even
separation of samples for DPCM sytems. Jiang and OrtegasiBfjest constructing two packets by coding odd
and even samples separately using PCM or ADPCM and thertimgeedundancy into each packet by adding
coarse information about the missing samples. In [31] smallifications to existing encoders are suggested that
have been shown to work with PCM, ADPCM and LD-CELP codersthrdesultant multiple description system
is backward interoperable with existing single descriptiecoders. Voran [32] proposes using two different two-
dimensional structured vector quantizers to code a pair.@LGPCM codes. Some MD coders of speech that
use transform coding have also been suggested in literf88te[34].

Many methods have been proposed for creating multiple ghgars using Code Excited Linear Prediction
(CELP) based codecs. In [35], two descriptions are createoh {CELP coded speech by including base or
important information that allows an acceptable reproduactf speech in each packet. A subset of enhancement
information is added to each packet so that when both packetseceived, a finer reproduction is possible.
Wah and Dong [36] present a zero redundancy multiple dagmmigoding method that uses the correlations in
LSPs (Line Spectrum Pairs) of adjacent frames. The exuitas generated for a larger subframe and the same
codeword is replicated in all the descriptions. Zhong ananhdu[37] propose a novel approach to MD coding
by using regular single description coders for the side rij@#uns and then introducing diversities to generate
non-redundant data between the descriptions. In [38], a M&vcoder based on the AMR-WB [7] codec is

presented that creates two descriptions by dividing the AMR bit-stream into two sub-streams.

B. Our Work

We designed two MD coders, one based on the AMR-WB codec [@]th@ other based on the G.729 codec
[10]. These coders are extensions of the MD coder introdircg8B]. While the MD coder in [38] was designed
as a minimum redundancy coder, our new coders are designeckate balanced descriptions, i.e. each side
description is of the same rate, and speech decoded froer eidiscription is of similar quality. The descriptions

are created in such a way that the missing information whendmscription is lost can be concealed by simple
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interpolation of the information in the received descopti This MD coder design approach of dividing the
bit-stream of the parent coder into balanced sub-streasimiar to the no-excess joint rate case of MD coding,
where the individual descriptions can be combined to giveptimal joint description. The difference from the
classical case is that, in a no-excess joint rate MD coderjdimt description is optimal at the combined rate of
the side descriptions. Here, we take an optimized bit straachincrease the effective joint rate by introducing
redundancy in the side descriptions. The distortion at #v&ral decoder is still the same as the full rate SD
decoder, but the effective bit-rate is higher due to the meldncy introduced in the side descriptions. Of course,
the quality delivered by each side description will be wotlsan that of an SD codec optimized for the same
rate as each individual side description.

Figure 5 shows a block diagram of the proposed MD coding bagstem. The MD encoder consists of a
standard CELP encoder (AMR-WB or G.729) and a bit-strearsigiv block which divides the bit-stream from
the CELP encoder into two sub-streams. Each sub-strearorijghésn) is sent over an independent path in the
network. The decoder consists of the standard CELP decaodktveo more decoder blocks in parallel that are

used when only one of the descriptions is received.

MD Decoder

Path | "

Description | L

MD Encoder Description | Decoder

Speech; [ ceLp Bit Stream Le[ Bit Stream CELP
Encoder Division | Combining Decoder

Description Il Description Il Ly

Decoder

Path Il

Fig. 5. Block diagram of our MD coder for speech based on CEbdRecs

v

In both the AMR-WB and G.729 standard codecs, each speectefimdivided into sub-frames for estimating
various parameters required for CELP coding. Except for URE coefficients, all the other parameters are
determined on a per sub-frame basis. Therefore, our appisdo use a sub-frame as our basic unit in allocating
bits to different descriptions. However, the LPC coeffitseare calculated on a frame basis, and they are coded
using split-multistage vector quantization in both AMR-VERd G.729. We take advantage of this structure and
divide the bits corresponding to the LPC coefficients in saclay that the LPC coefficients can at least be
reconstructed coarsely at the side decoders.

In the next two sections we describe in detail the two codeaspely, MD-AMR (MD coder based on the

AMR-WB codec) and MD-G.729 (MD coder based on the G.729 cphdec

IV. MD-AMR: A M ULTIPLE DESCRIPTIONSPEECHCODER BASED ONAMR-WB SPEECH CODEC
A. AMR-WB

The AMR-WB speech codec was selected in December 2000 for @Rdiithe third generation WCDMA

mobile communication system for providing wideband spesatvices. It was also selected as recommendation
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G.722.2 by the ITU-T. AMR-WB operates on speech coveringlthed from 50 Hz to 7000 Hz. Traditionally,
speech codecs were designed for narrowband telephone lalihd®00 to 3400 Hz speech, but the evolution of
broadband multimedia services has spawned an increaggdsnhin wideband speech. Wideband speech sounds
more natural and is more intelligible than the traditionatrowband speech. The AMR-WB speech codec is an
ACELP (Algebraic Codebook Excited Linear Prediction) lmhsedec and operates on 20 ms speech frames. The
AMR-WB codec operates in nine different modes (0-8) withrhies ranging from 6.6 to 23.85 kbps. Mode 2
at 12.65 kbps is the lowest rate at which the AMR-WB codecrsffegh quality speech [7].

B. MD-AMR: Encoder

The bit splitting for various parameters in the MD-AMR eneods described below:

a) ISF: The LPC coefficients, computed once per frame, are encofted ¢anversion to Immitance Spectral
Frequencies (ISFs)) using split-multistage vector quatittn. Specifically, the ISFs are coded using a two stage
split vector quantizer in AMR-WB mode 2. The 16 bits that asedito code the index of the the code vectors in
the first stage are included in both the descriptions, bexaithout this information, LPC parameters cannot be
reconstructed at all. The next stage vector is divided inBuB-vectors and the five sub-vectors are coded with
6+ 7+ 7+ 5+ 5 =30 bits. The bits corresponding to the first sub-vector areuishet! in both the descriptions,
while the bits corresponding to the second and the fifth sediers are included in Description | only. The
remaining bits corresponding to the third and fourth suttees are included in Description Il only. This way of
splitting was experimentally determined to give the moshmetric quality at the two descriptions.

b) Pitch Delay for Adaptive codebookn AMR-WB, pitch delay is calculated on a sub-frame basig, bu
the second sub-frame pitch delay is differentially encodatth respect to the first sub-frame and the fourth
sub-frame pitch delay is encoded using the pitch delay ferthird sub-frame. Without the first (third) sub-frame
pitch delay, the second (fourth) sub-frame bits are usgtesthe first and second sub-frame bits are included in
Description | and the third and fourth sub-frames are inetldh Description 1.

¢) Adaptive and Fixed codebook gain&ains for the adaptive and fixed codebooks are jointly qaadti
with seven bits in each sub-frame in the AMR-WB codec. Welidelbits corresponding to the first and the third
sub-frame gains in Description I, and bits correspondinght second and the fourth sub-frame are included
in Description Il. This is done because when only one deBoripis received, the missing gain information
is concealed using the previous sub-frame information.nlfy description | is received, the second sub-frame
gains are concealed using the first sub-frame gains and ththfsub-frame gains are concealed using the third
sub-frame information.

d) Fixed codebook IndicesThe fixed codebook vector is coded with 36 bits per sub-fradere again,
first and third sub-frame bits are included in Descriptiomtl econd and fourth sub-frame bits are included in

Description 1.



12

TABLE |
BIT ALLOCATION FOR THE MD cobEC BASED ONAMR-WB

Stage 18 8 1,(1N

ISP Stage 26 7 (7) (5) 5 34,(34)
1st sf| 2nd sf | 3rd sf | 4th sf

VAD 1,(1)

LTP-filtering 1 1 Q) Q) 2,(2)
Pitch delay 9 6 (9) (6) 15,(15)
Algebraic Code| 36 (36) 36 (36) 72,(72)
Gains 7 @) 7 (7 14,(14)

Total 138,(138)

Table | shows the bit allocation for the two descriptionseTable as a whole shows the bit allocation for each
parameter in the bit stream of AMR-WB, mode-2 (12.65 kbpd$)e iumbers within the parentheses indicate
that the corresponding bits belong only to Description Itl dhe bits corresponding to the emphasized (bold)
numbers are replicated in both the descriptions. The renmainits belong only to Description I. The VAD flag
is included in both the descriptions.

The bit-rate for each description is 6.9 kbps and the bé-fat the combination is 13.8 kbps, of which 1.15
kbps is redundant. The redundant bit-rate is the penaltytpainake the distortion at the side decoders acceptable.
However, each description sounds worse than AMR-WB at 6 ldince they are obtained by splitting the rate

of a higher rate codec compared to AMR-WB@6.6 kbps which timiped to give the best quality at that rate.

C. MD-AMR: Decoder

When both the descriptions created using the MD-AMR encaderdelivered at the receiver, the bit streams
are combined to form the AMR-WB bit stream and the AMR-WB d#sois used to reconstruct the signal.
When both descriptions are lost, AMR-WB packet loss comueat is used to conceal the lost packet. When
only one description is received, the missing bits when e with the AMR-WB bit stream are substituted
using information from the most recent frame received.

The decoding process of either description is similar. la fbllowing points, we summarize decoding only
using Description | when Description Il is lost:

« The sub-vectors corresponding to the missing bits in theiifsiRes from Description Il are ignored and

not added in the second stage of the vector quantizer

« The pitch-lag values of the third and fourth subframes abssttuted with the pitch-lag value of the second

subframe (available from Description 1)
« The LTP-filtering flag of the third and fourth subframe is sebe the same as that of 2nd subframe
« The fixed codebook vector of the second (fourth) subframetigsbe the same as that of the first (third)

subframe and the gains for the second (fourth) subframeedr® $e first (third) subframe gains attenuated
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by 3 dB

Performance results are included in Sec. VI.

V. MD-G.729: A MULTIPLE DESCRIPTIONSPEECHCODER BASED ONG.729
A. G.729

ITU-T G.729 [10] is a conjugate-structure algebraic cogefted linear-predictive (CS-ACELP) coder intended
primarily for wireless communications. Today, G.729 is alely adopted codec in most of the voice over IP
and voice over WLAN products. The G.729 codec encodes ndand speech (speech sampled at 8 kHz) and
delivers toll quality speech at the rate of 8 kbps. The encogerates on 10 ms speech frames and each speech
frame is divided into two subframes and all the parametecge@ixthe LPC coefficients are determined once per
subframe. The LPC coefficients are determined once per fraims structure is very similar to the AMR-WB

codec and we use a similar principle in creating two dedorigtfrom the G.729 bit stream.

B. MD-G.729: Encoder

The MD-G.729 coder creates two descriptions of the samegearte from the bit-stream of the G.729 codec.
In order to keep the effective average bit rate of each datsmmi the same (4.6 kbps), odd and even numbered
frames in each description are coded with a different nunobdits. Tables Il shows the bit allocations for odd
and even frames in each of the descriptions.

The bits corresponding to the pitch delay are included omlgliernate frames in each description. The pitch
delay for the second subframe in each frame is differegtiticoded with respect to the first subframe. Without
the first subframe pitch delay, the second subframe pitciiydennot be decoded. Hence, pitch delay information
for both the subframes always has to be included togethenéndescription. For Description |, the 14 bits for
adaptive-codebook delay are included in odd-numberedesaamd for Description II, these bits are included in
even-numbered frames.

Each description has 13 bits allocated to the Line Spectrairs PLSPs). G.729 uses multi-stage split vector
guantization to quantize the LSP vector. In the first stage, viector is not split and 8 bits are used to code the
vector. These 8 bits are included in both the descriptionslicframes. This allows for a coarse reconstruction
of the 10-dimensional residual vector of LSPs in either dpon. In the second stage of the vector quantizer,
the 10-dimensional residual vector is split into two 5-ditsienal sub-vectors and each sub-vector is coded using
5 bits. For odd (even) numbered frames, the codebook indethiofirst (second) subvector is included only
in Description | while the codebook index for the second ffisubvector is included only in Description Il.
This is done to make the descriptions more symmetric witlpeesto quality. Experiments revealed that the
degradation in the reconstructed speech was greater whefirghsubvector was removed rather than when the

second sub-vector was removed.
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TABLE I
BIT ALLOCATION FOR MD-G.729

Description | Description I
Odd Frame| Even Frame| Sum Odd Frame | Even Frame| Sum
Frame Indicator 2(00) 2 (01) 4 2(10) 2 (11) 4
Stage 18 Stage 1:8 Stage 1:8 Stage 1:8
LSP Stage 2: 5 0 Stage 2: 0 5| 26 Stage 2: 5 0] Stage 2: 0 5| 26
sf1| sf2 |sfl| sf2 sf1| sf2 |sfl| sf2
Pitch delay 9 5 0 0 14 0 0 9 5 14
Fixed Codebook 13 0 13 0 26 0 13 0 13 26
Fixed Codebook Signs 4 0 4 0 8 0 4 0 4 8
Gains 7 0 7 0 14 0 7 0 7 14
Total 92 92

The bits corresponding to the fixed codebook vector and sifrike fixed codebook for the first subframe
of all frames are included only in Description | and the fixemiebook information for the second subframe
is included only in Description Il. The adaptive codebookl ahe fixed codebook gains for the first (second)
subframe are included only in Description | (II). Thus, eacd numbered frame for Description | gets 51 bits
from the G.729 bit-stream while Description Il gets 37 bBémilarly, for even numbered frames Description |
contains 37 bits and Description Il contains 51 bits. Twarfeaindicator bits are added to indicate the description
to which the bit-stream belongs and whether the frame is odellen numbered. Bit pair ‘00’ indicates that the
bit-stream belongs to an odd numbered frame of Descriptit®il indicates Description | and even frame, ‘10’

indicates Description Il and odd frame and ‘11’ indicates&#ption Il and even frame.

C. MD-G.729: Decoder

When both the descriptions are received at the decodemvthddscriptions are combined to give the bit-stream
of G.729. If both the descriptions are lost, then the framrereconcealment algorithm of G.729 [10] is used
to conceal the lost frame. If only one of the descriptionseiseived, then the decoder substitutes the missing
information by using the received parameters in the desonipr information from the most recent correctly
received frame as follows. The LSP vectors are constructed the received first stage vector and one of the
received subvectors. The missing second stage subvecssigned to be zero. The pitch delay in an even (odd)
frame in Description | (1) is constructed from the previoweseived frame’s pitch delay increased by 1. This
process is same as that used for frame error concealmeng iG.ff29 codec. The missing gain information in
the second subframe for Description | and the first subframneDiescription 1l is substituted by an attenuated
version of the previous subframe. The memory of the gainipr@dis also attenuated in a manner similar to

that used in G.729 error concealment.
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VI. MD AND PATH DIVERSITY PEFORMANCE COMPARISONS

The objective of our experiments is to compare the perfoomant the two MD coders described in the
previous section against a single description sent ovenglespath and duplicates of a single description coder
sent over independent paths (path diversity). We call thglsidescription coder upon which each MD coder
is designed as the full rate (FR) coder. For the MD-AMR coder,use mode-2 of the AMR-WB coder (12.65
kbps) as the FR coder and mode-0 of the AMR-WB coder (6.6 khpdhe half rate (HR) coder. The different
cases we compare our new MD-AMR coder against are 1) sentdadgR coder over a single path (FR-SD),
2) duplicating the FR coder over two independent paths ([PER-and 3) duplicating the HR coder over two
independent paths (DHR-PD). For the MD-G.729 coder we oh@329 at 8 kbps as the FR coder. We compare
MD-G.729 only against FR-SD and DFR-PD based on G.729 simetis no suitable half rate coder available

for comparison.

A. Setup

We assume that two independent paths are available for psitigdiversity. We follow the 802.11 concept
wherein a speech packet is dropped if even one of the biteipaieket is in error. Similar to the model suggested
in [12], no retransmissions are allowed in the network arel MAC layer does not use an acknowledgement
packet to know whether a packet was successfully delivéfed.such a scenario with two paths of the same
relaibility, we study the quality of speech delivered by #imve mentioned communication methods. We consider
two kinds of packet losses, 1) random packet losses due ttonamit errors in the channel and 2) bursty packet
losses due to phenomena like fading or shadowing in the mktao other factors like a link failure. We do
not explicitly consider losses due to contention and doltis. However, this does not limit the current work
since no MD or SD method offers an advantage, and all methndstigated would be equally vulnerable. For
random errors, the bit error rate (BER) is assumed to be the a0 both paths. We use six different (3 male, 3
female) speech files, each around 8 seconds long, in ourimgres. Each speech file consists of two different
sentences spoken by the same speaker. The quality of theletbspeech is evaluated using WPESQ [39] for
the wideband experiments and PESQ [21] for narrowband Gb&2gd experiments. The predicted MOS from
PESQ and WPESQ is mapped to subjective MOS using differeppimg functions. The details of the mapping
functions used are given below.

1) PESQ: PESQ (Perceptual Evaluation of Speech Quality) is an ITWdsed for objective speech quality
measurement of narrowband speech. PESQ compares the edgihal decoded at the receiver with the
reference signal and gives a score between -0.5 and 4.5. RE&®s have been found to correlate well with
subjective MOS scores. PESQ-LQ was then shown to be a goditfmeof subjective listening quality in [40].
PESQ-LQ gives a mapping function to map the PESQ scores toverage P.800 MOS scale. The mapping
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function is given by [40]

1.0,z < 1.7
y=1< —0.157268z> + 1.38660922 — 2.504699x+ (14)
2.0233454,z > 1.7

wherez is the PESQ score angis the corresponding mapping to LQ MOS.

2) WPESQ:WPESQ (Wideband PESQ) is an extension to ITU-T P.862, pexpas[39], to adapt PESQ for
use in measuring wideband speech quality. The differentedamn WPESQ and PESQ is only the input filter
characteristics, since the psychoacoustic model and tloe erodel are the same. We use an implementation
based on this proposal to evaluate quality of speech in odelénd experiments. Note that WPESQ is not an
approved standard of the ITU as yet. Barriac et al. proposmetibn for mapping WPESQ scores to subjective
MOS values in [41], as
(15)

wherez is the WPESQ score angis the corresponding mapped value.

B. Speech Quality Indicatabl O Sy

In our experiments, for each packet loss rate, 250 diffepawket loss patterns are used to drop frames in the
speech files. There is a large variation in the MOS valuesigterti by PESQ for different loss patterns of the
same packet loss rate. This is because some frames are tpatlemore important and some frames, such as
the transition frames, are not concealed as well as the fr@es. In such a case, taking an average MOS value
calculated by taking the mean of all the realizations fonegiPLR does not give a MOS value that is indicative
of the user experience. It was observed in [42] that an aeek#@S value might only be achieved for orig%
of the realizations, i.e. an average MOS value is only arcatdr of quality guaranteed f&0% of the time. We
need a performance measure that is indicative of the qualitp majority of the conversation time. We choose
a performance measure suggested in [42])Sy, , which is the MOS value that can be achieved for at least

90% of the realizations. ThaZ/0.Sy, is a better indicator of quality delivered to the user thaarage MOS.

C. Packetization

We assume that each packet sent over the network containsanlesl speech frame. In an 802.11 based
network, large delays can occur at each intermediate nodauke of various factors like contention for the
channel or link failure. To allow for the unpredictable dedan the network, we keep the packetization delay
at the minimum of one frame. Also, having more frames per paakpairs the performance of the packet
loss concealment algorithm since one lost frame is moretdfidy concealed than two or more successive lost
frames. For AMR-WB based experiments, each packet conthites corresponding to 20 ms of speech, and for

the G.729 based experiments, each packet contains da&spgonding to 10 ms of speech.
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D. Random packet losses

We consider packet losses that occur due to random bit érrgh® channel. The relationship between packet
loss probability and bit error rate (BER) in the channel wirefependent bit errors are introduced in the channel
is given by

p=1—(1—BER)* (16)

where L is the packet size in bits. For different BERs, we first find kgddoss probabilitiesy) and for each

p, trace files are created using 250 different seeds of theorantumber generator. Frames are dropped in the
encoded speech files using the trace files created. Firstompare the various communication methods in the
classical scenario for comparing source coding methodgembely the encoded speech frames are transmitted
over the network and no overheads are taken into accountiratialysis. Next, we compare the performance

after including typical packet overheads such as the temsmd MAC layer headers.

E. Random losses and No Packet Headers: Experimental Result

1) MD-AMR Experiments:As stated above, MD-AMR is compared against FR-SD (Full Ratgingle
Description), DFR-PD (Duplicate Full Rate with Path Divgrsand DHR-PD (Duplicate Half Rate with Path
Diversity). Each description of the MD-AMR coder is sent pyee two independent paths available and this

method is designated as MD-PD (Multiple Descriptions witdthPDiversity)

TABLE 11l
FRAME SIZES FOR THE CODECS CONSIDERED

Codec Frame Size (bits
AMR-WB @ 12.65 kbps (FR 253
AMR-WB @ 6.6 kbps (HR) 132
MD-AMR 138
G.729 80
MD-G.729 53 or 39

First, we look at a scenario where there are no packet headded to the speech payloads. The packet sizes
are determined by the encoded frame sizes of the speech dtdepacket size for each method is listed in Table
lll. The channel has random bit errors and the packet lodsatmitity is p given by Eq. (16). FR-SD-(A --) and
DFR-PD ( — % — —) have the largest for a given BER, because they use the FR codec with largesidedc
frame sizes, whiley’s for MD-PD (—+—) and DHR-PD { - O — -) are almost equal because the difference
in their packet sizes is very small. In Fig. 6, we plot hePESQ — M OSy, values for changing BERs. Note
that when there are no packet losses, FR-SD, MD-PD and DFRéHizer the same information at the receiver,
i.e. the bit stream of speech coded with the standard AMR-W&eg and hence should have the same MOS

values. Observe that at the lowest BER16f°, there is already a loss of performance in FR-SD, while MD-PD
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and DFR-PD provide a quality equal to that achieved withawt packet losses. At a BER af)=?, there is no
loss in the performance of DFR-PD as the packet loss rate @l smd path diversity ensures that at least one
path successfully delivers the packet all the time. MD-PRIs not affected at this BER because of the small

packet size and a corresponding very small packet loss zate4(t).
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Fig. 6. MD-AMR comparisonsM O.Sy, values for changing BER when NO packet headers are added

The bandwidth required by FR-SD, MD-PD and DHR-PD is almbstgame, and among these three methods,
MD-PD is a clear winner except at very high BERs, when DHR-R&Its doing better than MD-PD. This is
because at such high BERSs, only one of the paths succesd@liers for most of the time. In such a case, only
one description of MD-AMR is delivered in MD-PD while DHR-Pd2livers the single description corresponding
to AMR-WB@ 6.6 kbps. As already mentioned in Section lll, mgh description of the MD-AMR coder sounds
worse than speech coded using AMR-WB@6.6 kbps. DFR-PDetslithe best quality of speech but at a penalty
of required bandwidth for transmission. Bits required todemt for DFR-PD are almost double that of either
MD-PD or DHR-PD. MD-PD has an advantage over FR-SD for onlynalsincrease in the bits transmitted.

2) MD-G.729 ExperimentsThe same speech files used for wideband experiments werdarstéek narrow-
band experiments after modified IRS filtering and downsamgplihe filter module from ITU-T’s software tools
library (STL) provided with ITU-T G.191 [43] was used for &ling and downsampling. For each BER, each file
was evaluated for 250 different seeds of the random numbeegrgtor. We compare a single description coder
(G.729) with a single path (FR-SD), MD-G.729 with path dsigr (MD-PD) and a duplicated full-rate single
description coder (G.729) with path diversity (DFR-PD). Wid not find a suitable half-rate codec to consider
DHR-PD for these comparisons.

As listed in Table 1ll, when no packet headers are considaredFR-SD and DFR-PD methods transmit 80
bits per packet, since they use the G.729 codec, while theRBDOmethod sends either 53 or 39 bits per packet
on each path. For a given BER, it is obvious that FR-SD and PBERhave a higher packet loss probability than
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MD-PD because of the larger packet size.
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Fig. 7. MD-G.729 comparisons¥/ O.Syo values for changing BER when NO packet headers are added

Figure 7 shows the speech quality delivered by each of théwgdstfor increasing BERs. The results are
comparable to the AMR-WB results in Fig. 6, where MD-PD{—) performs better than FR-SD-(\\ - ) and
DFR-PD ( — % — —) delivers the best quality, albeit at a penalty of the ladgandwidth required to transmit
two full rate streams at 16 kbps compared to 8 kbps require@RSD and 9.2 kbps required for MD-PD. The
drop in MOSy values for increasing BERs in Fig. 7 is less steep than theedse noticed in Fig. 6 because

the G.729 packets are smaller than the AMR-WB packets.

F. Random losses with Packet Headers: Experimental Results

Now we consider a more realistic scenario where headergddexiao the speech packets by the lower protocol
layers. In a typical 802.11 based wireless network, headersadded by RTP, UDP, IP and the 802.11 MAC
layer protocol. The overheads for each packet add up to 68shihe 802.11 MAC (28 bytes), IP (20 bytes),
UDP (8 bytes) and RTP (12 bytes)), significantly larger thaa payload, which is a maximum of 32 bytes in
our experiments. For path diversity, the overheads are krger because for each frame, we need to send 68
bytes of packet headers on both the paths. The differendeipadyloads of the MD codec and the FR-SD codec
becomes insignificant now since the packet length and tleetefé data rate of MD-PD is almost double that of
FR-SD.

1) MD-AMR: Table IV shows the effective packet sizes of each coder ferANMR-WB based experiments
after the inclusion of packet headers. Payloads are paddbdzeros to form complete octets.

The performance of all the methods with these new packes $irechanging BERs is shown in Fig. 8. Observe
from Figs. 6 and 8 that the overall performance of all the méshdrops because of the increased packet loss
rates (PLR) resulting from the larger packet sizes. For kBERS, the ordering of the methods with respect

to their performance is the same in the two figures. The pmdoce of MD-PD (——) drops below that of
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TABLE IV
PACKET SIZES WITH HEADERS

Codec Packet size (bytes
AMR@12.65kbps (FR 100(32+68)
AMR@6.6 kbps (HR) 85(17+68)

MD-AMR 86(18+68)

DHR-PD (— -O — ) at a smaller BER in Fig. 8, because higher PLRs result in only path delivering the
packets for a majority of the time, and in such a scenario,HRecoder performs better than the MD-AMR
coder. DFR-PD { — % — —) now performs significantly better than MD-PD for a largegarof BERs and this
improved performance requires only a 16% increase in theeti@insmitted per path. Also, compared to the case

with no headers (Fig. 6), the advantage of MD-PD over FR-SD\(- ) narrows considerably.
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Fig. 8. MD-AMR comparisonsM OSyo values for changing BER with packet headers

2) MD-G.729: With the packet headers, the effective packet sizes are #&% Iigr G.729 and 75 or 73 bytes
for MD-G.729. Sending duplicate copies of G.729 packets twe independent paths (DFR-PD) would require
a bit rate of 124.8 kbp$(78 + 78) x 8/10) while MD-PD needs 118.4(75 + 73) x 8/10) kbps. For a small
increase in required bandwidth, we can send two copies a293packets instead of sending MD-G.729 packets
that have only around half the information as a G.729 packet.

TABLE V
PACKET SIZES WITH HEADERS

Codec| Full headers (bytes) Compressed Headers
G.729 78 40
MD 75 0r73 37 or 35

From Fig. 9, observe there is a drop in the performance ofhallmethods compared to the no-header case
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of Fig. 7, because of largars resulting from the larger packet sizes. We see that MD-RB+-{) performs
better than FR-SD- ¢ A - -) but this gain in performance is achieved at a huge penalityo& 100%) in terms
of the bandwidth required for transmission. The packet fags experienced by each description of the the MD
codec is now almost the same as that of a G.729 packet bedasatip of their packet sizes is close to one.
The better performance of MD-PD over FR-SD can be attribttebletter error concealment in MD-PD. When
a packet is lost in only one of the paths, we need to concegl abut half of the bits in MD-PD, whereas, in
the case of FR-SD, no information is received if the singlekpais lost in the network. Even after the inclusion
of packet headers, DFR-PD-(— % — —) performs significantly better than MD-PD and this improsrnin

performance can be achieved at a small percentage incraset (5.5%) in the number of bits transmitted.
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Fig. 9. Comparison of FR-SD, MD-PD, DFR-PD for changing BERtlf packet headers)

G. Comparison with Theory

Comparing the theoretical results in Fig. 3 with the experntal results for the AMR-WB codec in Fig. 6
and for the G.729 codec in Fig. 7, we see that even though #wedtical results are for a memoryless Gaussian
source, the relative ordering of the coding approachesehamFR-PD best, MD-PD next, and SD the poorest,
agree for all three figures. When packet headers are inclutiedtheoretical results in Fig. 4 again compare
favorably with the experimental results in Figs. 8 and 9.rEtlee fact that MD-NJR performance loses much
of its advantage over SD is reflected in Fig. 4 as in Figs. 8 andltBough the theoretical results are more
pessimistic than the experimental results. The MD-OPT eumvFig. 4 is not achievable in practice and there
is no counterpart in the experiments. Thus, the simple atigdn of a Gaussian memoryless source transmitted
through an additive white Gaussian noise channel subjetttetanean squared error distortion measure provides
the correct ordering of the methods, and retains the tighheotion to the basic information theoretic results as

well.
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H. Header Compression: A solution?

Using larger payloads by coding longer frame sizes or irinlydnore frames per packet might reduce the
inefficiency due to the headers, but doing so would resultdargr performance of the concealment algorithm
and also increased end-to-end latency, which is a principatern in conversational voice communications. The
best possible solution for the problem of large packet hesatbelay is using a header compression scheme like
RoHC (Robust Header Compression). Efforts are underwayaikenrRoHC compatible with IEEE 802.11. Using
RoHC, the IP/UDP/RTP headers can be compressed to very simali of up to one byte. If we assume an
average compressed header size of 2 bytes, the MAC layeehesastill of significant size (28 bytes), and the
ratio of MD-AMR to FR AMR-WB packet sizes is still around 0.7/igures 10 and 11 show the performance of
all the methods with reduced packet sizes because of cosgutdraders. DFR-PD still performs significantly

better than MD-PD and requires only a 10% increase in thatbitior G.729.
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Fig. 11. MD-G.729 comparisongi/OSy values for changing BER with compressed headers
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|. Burst Packet Losses

Path diversity is particularly useful in counteracting thesstiness of packet losses. We assume that burst losses
are independent of packet size because they are usuallgccaue to phenomena like fading or shadowing in
the network or other factors like a link failure. For low rapeech codecs, the time required for transmission
of a single packet is very small and each packet is transinitteegular intervals of 10 or 20 milliseconds. The
difference between the time required for transmitting Ysayalf-rate codec packet and a full rate codec packet
is less than 1 millisecond at a transmission rate of 2 Mbpthdfe is a link failure forr ms, then the number
of packets dropped in this time is the same for FR packets dRdobtkets except in very rare cases where
the link failure occurs within the time interval of 1 millisend when a HR coder would have just finished its
transmission but the FR codec needs one millisecond moraigh fits transmission. We assume such cases are
negligible and the packet loss rate is the same for all thecoave consider.

We model burst losses using a Gilbert model where the chasmaebdeled using a two-state Markov chain.
The channel exists in either a good state or a bad state. Nefzaare dropped in a good state and all the
packets are dropped when the channel is in a bad state. Wea$sll headers are added to each packet in these
experiments.

1) MD-AMR: The same trace-files were used for MD-PD, DHR-PD and DFR-PBuré 12 shows the
performance of each of the methods for different percestajeaverage packet losses and an average burst
length of 4 (80 ms) packets. We see that the MD-PD+H{—) method does better than FR-Sb- (A - -) but
worse than DHR-PD - O — -). This is because each description of the MD coder is woraa the half-rate
coder. When there are burst errors, only one descriptioadsived for consecutive packets, which has a quality
below the quality of the HR codec. We can see that DFR-PDB-(x — —) performs much better than any other
method with only a small increase (around 16% when packetdrsare included) in the rate compared to either
MD-PD or DHR-PD.
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Fig. 12. MD-AMR: Comparison under bursty packet losses datyaverage burst size = 4
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2) MD-G.729: Observe that MD-PD performs significantly better than FR-3Bis is because the packet
loss concealment algorithms in CELP codecs are not vergtafiewhen successive packets are lost, since the
concealment algorithm depends on the last received goodefta conceal the lost frame. Again, the DFR-PD
(——x——) method performs the best and the MOS delivered is significhetter than that of MD-PD (—+—).

In a typical network with packet headers, the advantage ifopaance provided by DFR-PD under burst loss

conditions requires only a slight (5.5%) increase in the benof bits transmitted compared to MD-PD.
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Fig. 13. MD-G.729: Comparison under bursty packet losség fom average burst size = 4

VIl. MOSyy/kbps AS A NEW PERFORMANCEMEASURE

In the last section we showed that although a MD based metheths efficient in the classical scenario
where no overheads are considered, the picture compldtelyges when we consider packet headers added to
the speech payloads. In this section we introduce anothrésrpeance measure to elucidate the same result and

clearly show how the bandwidth efficiency of the MD-PD meth®dnitigated and simple path diversity seems
to be a better option.

TABLE VI
EFFECTIVE BIT RATES(KBPS) FOR EACH OF THEAMR-WB BASED METHODS

Method | rate (w/o headers) rate (with headers
AMR-WB
FR-SD 12.65 40
MD-PD 13.8 68.8
DFR-PD 25.30 80
DHR-PD 13.2 68.2
G.729
Method | rate (w/o headers) rate (with headers
FR-SD 8 62.4
MD-PD 9.2 118
DFR-PD 16 124.8
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We consider a performance measure that folds in the qualitheo delivered speech and also the effective
bit-rate needed to achieve that quality. For this, we diviae) O Sq values at each BER by the effective bit-rate
of each method. Effective bit rates of each communicatiothotin AMR-WB and G.729 based experiments
are listed in Table VI with and without the packet headerduided. Note that the effective rates of G.729 based
methods are larger than the rates for AMR-WB based methaesadding headers because for G.729 we assume
that the packets are generated every 10 ms while for AMR-W&Bptickets are generated every 20 ms. The new

measure /0 Sy /kbps) penalizes a method that needs a larger rate.
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Fig. 14. Comparison using/OSqo /kbps values under different BER conditions

In Fig. 14 we plot theM OSyy/kbps values for each of the methods when (a) only the speech imfitomis
sent and (b) when packet headers are added to the speechgmyfigure 14(a) clearly shows the advantage of
the MD-PD method in the classical scenario. If we refer to. Bign the previous section for the same case, we
see that the DFR-PD had the best quality of delivered speeictinat figure does not capture the inefficiencies of
a full rate path diversity method. With our new measure, we tbat MD-PD has the best performance because
of the smaller redundancy, and at higher BERs, DHR-PD habdtier \/OSq/kbps values. DFR-PD is now
the worst choice because the bit-rate needed for DFR-PD ublddhe bit-rate required for other methods. In
Fig. 14(b), as the headers are added, the inefficiencieseirPibh methods increase and FR-SD has the best
MOSq/kbps values at most of the BERs. Among the PD methods, DFR-PD teabeht performance for most
BERs because all the methods are almost equally redunddritan Fig. 8 we know that DFR-PD has the best
MOSy, values.

For voice communications, we also need to ensure that thechpuality is at least acceptable to the listener.
In Fig. 14(a), FR-SD has the bekfO Sy, /kbps values for increasing BER, but in Fig. 8 we see that FR-SD has
the worstM OSqy values and the quality falls steeply with an increasing BER/éry low values. We impose

another condition that thé/0 Sy, values should be above an acceptable threshold MOS valuehdése the
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quality of the 6.6 kbps mode of AMR-WB as the minimum qualityyanethod should provide. From Fig. 8, for
each method we note the BER above which the quality of the adeith not acceptable, and in Fig. 15 we plot
the M OSyy/kbps but only for the BER range where the speech delivered for ezethhod is acceptable. In Fig.
14(b), FR-SD seems to be the best choice for most of the BERSob the same case in Fig. 15(b), we see
that FR-SD is not an option above a BER10F *°(~ 3.16 x 10~°). In Fig. 15(a), we notice that MD-PD is the
best option for most of the BERSs, except at higher BERs whigrdn@ methods except DFR-PD fail to deliver
at least acceptabl®/ O Sy, values. However, in Fig. 15(b), when the headers are addétetepeech payloads,

MD-PD does not figure in the chosen methods at any BER wWe&nSy, /kbps is the criterion.
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Fig. 15. Comparison using? OSqo/kbps values under different BER conditions. TAEOSy values here are constrained to be above
a minimum value of 2.45X/O Sy for the HR coder without any packet losses)

VIIl. CONCLUSIONS

We consider the problem of using path diversity to supponivecsational voice communication over a wireless
mesh network . For path diversity, using a multiple deswiptoder is a bandwidth efficient method. We show
for memoryless Gaussian sources that in the classical MDasite where the coders are compared without
considering any non source-coding overheads, the MD coddonms well in terms of bandwidth efficiency
and the average distortion at the receiver. When headertakea into account, the MD method is no longer
the best. In fact, all the path diversity methods are now moefficient compared to just sending a single
description without path diversity. The same phenomenoalds observed through the experiments involving
the MD speech coders. We designed two MD coders for speeehbased on AMR-WB and the other based
on G.729. The MD coders are tested against single descrigiimers that are used with and without path
diversity. For smaller BERs, not using path diversity is thest option, while at larger BERs, a simple path

diversity method performs better than the multiple desioniis method. For speech experiments, we introduce a
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new performance measur®/OSy,/kbps, that incorporates both the end quality and the bit rateiredwy a
communication methodV/ O Sy, is a better indicator of quality delivered to the user thaerage MOS and this
quality measure is divided by the total bit-rate that inesithe source-coding bits and the packet headers required
by a communication method. The new measure is used to actmuihie various tradeoffs more explicitly. The
MD coders do not produce the best performance when packdieags are considered, but in the future, if packet
headers are compressed to a size smaller than the speedispacketter MD speech coders are designed, then

using a multiple description codec may be beneficial in teomlsandwidth and quality.

REFERENCES

[1] I. F. Akyildiz and X. Wang, “A survey on wireless mesh netks,” IEEE Communications Magazin&ept. 2005.

[2] Y. Wang, S. Panwar, S. Lin, and S. Mao, “Wireless videms$gort using path diversity: multiple description vs lagrcoding,”
Image Processing. 2002. Proceedings. 2002 Internatiormif€ence onvol. 1, 2002.

[3] N. Gogate, D. M. Chung, S. S. Panwar, and Y. Wang, “Suppgrimage and video applications in a multihop radio envinent
using path diversity and multiple description coding.rcuits and Systems for Video Technology, IEEE Transastion vol. 12,
no. 9, pp. 777-792, 2002.

[4] A. Miu, J. G. Apostolopoulos, W. Tan, and M. Trott, “Lovatiency wireless video over 802.11 networks using path sityet IEEE
International Conference on Multimedia and Exduly 2003.

[5] J. Balam and J. D. Gibson, “Path diversity and multiplesagtions with rate dependent packet lossésfbrmation Theory and
Applications Workshop, University of California, San Died.a Jolla, CA February 6-10, 2006.

[6] ——, “Multiple descriptions and path diversity using tHeMR-WB speech codec for voice communications over MANETS,”
Proceedings of IWCMC, Vancouver, Canadaly 3-6, 2006.

[7] B. Bessette, R. Salami, R. Lefebvre, M. Jelinek, J. Roe®ukkila, J. Vainio, H. Mikkola, and K. Jarvinen, “The atlap multirate
wideband speech codec (AMR-WB)EEE Transactions on Speech and Audio Processhmy. 2002.

[8] Adaptive Multi-rate Wideband Speech Transcodi®8GPP TS 26.190 Std.

[9] J. Balam and J. D. Gibson, “Multiple description codingdapath diversity for voice communication over manefbdceedings of
Asilomar Conference on Signals, Systems, and Compu@etsber 30 - November 2, 2005.

[10] Coding of Speech at 8 kbit/s Using Conjugate-Structure lkje-Code-Excited Linear-Prediction (CS-ACELRYU-T G.729
Recommendation, Nov. 2000.

[11] D. Niculescu, S. Ganguly, K. Kim, and R. Izmailov, “Pemihance of VoIP in an 802.11-based wireless mesh netwdBEE
INFOCOM, 2006.

[12] C.-H. Lin, H. Dong, U. Madhow, and A. Gersho, “Suppodireal-time speech on wireless ad hoc networks: inter-paekieindancy,
path diversity, and multiple description coding§yMASH '04: Proceedings of the 2nd ACM international worlsha Wireless mobile
applications and services on WLAN hotspaip. 11-20, 2004.

[13] H. Dong, I. D. Chakeres, C.-H. Lin, A. Gersho, E. BeldiRgyer, U. Madhow, and J. D. Gibson, “Speech coding for neobill
hoc networks,”Asilomar Conference on Signals, Systems, and ComputetgicRarove, CA November 2003.

[14] H. Dong, I. D. Chakeres, H. Dong, E. Belding-Royer, A.r&®, and J. D. Gibson, “Selective bit-error checking atrfee layer
for voice over mobile ad hoc networks with IEEE 802.1Pfoceedings of the IEEE Wireless Communications and Né&imngr

Conference (WCNGMar. 2004.



[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

28

A. Servetti and J. C. De Martin, “Link-level unequal errdetection for speech transmission over 802.11 netwokk®c. Special
Workshop in Maui (SWIM)Jan. 2004.

——, “Error tolerant mac extension for speech commutiices over 802.11 wlansIEEE 61st Vehicular Technology Conference,
2005. VTC 2005-Springpp. 2330 — 2334, 30 May-1 June 2005.

Spectralink. (2006, Mar.) Spectralink voice priority ~ White Paper. [Online]. Available:
http://www.spectralink.com/files/literature/S\#hite_paper.pdf

M. Petracca, A. Servetti, and J. C. De Martin, “Voicenseission over 802.11 wireless networks using analysisyighesis packet
classification,First International Symposium on Control, Communicati@msl Signal Processing2004.

C. Hoene, I. Carreras, and A. Wolisz, “Voice over IP: hoying the quality over wireless LAN by adopting a boosterchenism
- an experimental approach3PIE 2001 - Voice Over IP (VolP) Technologyp. 157-168, 2001.

A. Servetti and J. C. De Martin, “Adaptive interactiveegch transmission over 802.11 wireless LANZpc. IEEE Int. Workshop
on DSP in mobile and Vehicular Systemgpr. 2003.

Perceptual evaluation of speech quality (PESQ), an objectnethod for end-to-end speech quality assessment ofwibaad
telephone networks and speech codd€Ts-T P.862 Recommendation.

A. A. El Gamal and T. M. Cover, “Achievable rates for mple descriptions,'EEE Trans. Inform. Theorwol. IT-28, pp. 851-857,
Nov. 1982.

L. Ozarow, “On a source-coding problem with two chasnahd three receiversBell Syst. Tech. Jvol. 59-10, pp. 1909-1921,
1980.

H. Feng and M. Effros, “On the achievable region for ripl#t description source codes on gaussian sour¢dB&E International
Symposium on Information Theodune 2003.

M. Effros, R. Koetter, A. J. Goldsmith, and M. Medard, riGource and channel codes for multiple inputs and outpudesinultiple
description beat space timeftiformation Theory Workshop 200@ct. 2004.

Pulse Code Modulation (PCM) for voice frequenci€BU-T G.711 Recommendation, 1993.

V. K. Goyal, “Multiple description coding: Compressianeets the network/EEE Signal Processing Magazin8ept. 2001.

N. S. Jayant and S. W. Christensen, “Effects of packesde in waveform coded speech and improvements due to asvedd-
sample-interpolation procedurdEEE Trans. Communyol. COM-29, pp. 101-109, Feb. 1981.

A. Ingle and V.A. Vaishampayan, “DPCM system design derersity systems with applications to packetized spéd@&EtE Trans.
on Speech andAudio Processingl. 3, pp. 48-58, Jan. 1995.

W. Jiang and A. Ortega, “Multiple description speechlieg for robust communication over lossy packet networksSEE Int. Conf.
Multimedia and Exppvol. 1, pp. 444-447, 2000.

C.-C. Lee, “Diversity control among multiple coderssianple approach to multiple descriptions?EE Workshop on Speech Coding,
200Q pp. 69 — 71, 17-20 Sept. 2000.

S. D. Voran, “A multiple-description PCM speech codsing structured dual vector quantizerdl2EE International Conference on
Acoustics, Speech, and Signal Processing, 2005 (ICASSPpp5129 — 132, March 18-23, 2005.

J. C. Batllo and V.A. Vaishampayan, “Multiple descriipt transform codes with an application to packetized dpeedEEE
International Symposium on Information Theory, 1992 June-1 July 1994.

G. Kubin and W. B. Kleijn, “Multiple-description codgn(MDC) of speech with an invertible auditory model2EE Workshop on
Speech Coding, 1999p. 81 — 83, 20-23 June 1999.

A. K. Anandkumar, A. V. McCree, and V. Viswanathan, “Efint CELP-based diversity schemes for VOIRZASSR vol. 6, pp.
3682-3685, 2000.



[36]

[37]
[38]

[39]

[40]

[41]

[42]

[43]

29

B. W. Wah and L. Dong, “LSP-based multiple-descripticoding for real-time low bit-rate voice transmissionsZME’02, vol. 2,
pp. 597— 600, 2002.

X. Zhong and B.H. Juang, “Multiple description speeddiag with diversities,"ICASSR 2002.

H. Dong, A. Gersho, V. Cuperman, and J. D. Gibson, “A ripldt description speech coder based on AMR-WB for mobile acl h
networks,”ICASSP’04 May 2004.

Proposed modification to draft P.862 to allow PESQ to be usedjbiality assessment of wideband speech (BT, United Kingdo
and KPN, The Netherlands)TU-T SG12 COM-D007-E Delayed Contribution, Feb. 2001.

A. Rix, “Comparison between subjective listening diyahnd P.862 PESQ scoreRroc. of Online Workshop Measurement of Speech
and Audio Quality in Networksop. 17-25, May 2003.

V. Barriac, J-Y. Le Saout, and C. Lockwood. (2006, Mdbiscussion on unified objective methodologies for the caispa
of voice quality of narrowband and wideband scenarios. if@hl Available: http:/portal.etsi.org/stq/preseras2004/090-
Mainz_FT_objectivemethodologies.doc

N. Shetty, S. Choudhury, and J. D. Gibson, “Voice cafyagnder quality constraints for IEEE 802.11a based WLANs@ceedings
of IWCMC,Vancouver, Canadduly 3-6, 2006.

Software tools for speech and audio coding standardizatiob-T G.191 Recommendation, Mar. 1996.



